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Introduction

For several decades, one of the leading perspectives in legal theory—perhaps the lead-
ing perspective—has been the economic analysis of law. The theory of human behav-
ior underlying standard economic analysis of law, like economic analysis in general, 
has been the rational choice theory. According to this theory, people strive to enhance 
their own well-being, choosing the available option that would maximize their 
expected utility. In the past two decades or so, hand in hand with comparable develop-
ments in economics, the economic analysis of law has been challenged by a growing 
body of experimental and empirical studies attesting to prevalent and systematic devi-
ations from the assumptions of economic rationality. These studies have challenged 
the assumption of thin, cognitive rationality by showing that people’s preferences 
often do not comply with the rules of dominance, transitivity, and invariance. These 
studies also called into question the assumption of thick, motivational rationality by 
pointing to the role of motivations such as envy and altruism. From a slightly different 
angle, experimental and empirical studies have shown that people’s moral judgments 
do not fall in line with the consequentialist underpinnings of welfare economics, the 
normative branch of economic analysis, but are much more aligned with deontologi-
cal morality.

Initially perceived as an antithesis to standard law and economics, over time these 
insights have been largely integrated into mainstream economic analysis of law. As 
Russell Korobkin (2012) noted, “the battle to separate the economic analysis of legal 
rules and institutions from the straightjacket of strict rational choice assumptions has 
been won.”1

The introduction of behavioral analysis has not only had a profound effect on the 
economic analysis of law. Arguably, the behavioral movement has been one of the 
most influential developments in legal scholarship in recent years.2 To a large degree, 
much in the way that economic reasoning became a standard form of legal analysis 
in the 1980s and 1990s, behavioral analysis became a standard form of analysis in the 
past decade or so. Behavioral insights possibly have a greater impact on legal analysis 

1 Thus, for example, whereas in the past behavioral studies presented at the American Law and 
Economics Association annual meeting were delegated to separate panels, they are currently an 
integral and major part of the program.

2 As anecdotal evidence of this point it is interesting to observe that Jolls, Sunstein, and Thaler 
(1998) is the most cited legal article published in the last twenty years (even when compared to articles 
that were published seven years ahead of it) (Shapiro and Pearse 2012).
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than on other spheres of economic analysis, as jurists are often particularly interested 
in real-life policymaking, which must take into account people’s actual behavioral 
characteristics.

In recent years, the growing influence of behavioral law and economics has been 
accompanied by the emergence of empirical and experimental legal studies. This 
new paradigm has transformed the nature and scope of the research conducted by 
behavioral-legal scholars. Rather than just draw on the results of experimental and 
empirical studies in the social sciences, a steadily growing number of researchers 
engage in experimental and empirical studies designed specifically to answer ques-
tions that are of especial interest to jurists.

Thanks to these developments, the integration of economics, psychology, and law 
is breaking exciting new ground in legal theory and the social sciences. Despite the 
burgeoning academic interest in behavioral law and economics, to date no book 
offers a general introduction that presents the state of the art of the field.3 This vol-
ume contains new contributions that together provide an introductory treatment 
and critical overview of behavioral economics and the law. It aims to serve both 
as a gateway into behavioral law and economics and as a catalyst for new scholarly 
research.

The Handbook consists of twenty-nine chapters organized in four parts. The 
first part provides a general overview of behavioral economics. It consists of three 
chapters, dealing with heuristics and biases, human motivation, and moral judg-
ments, respectively. The second part comprises four chapters introducing and 
criticizing the contribution of behavioral economics to legal theory. Chapter  4 
is a general introduction to the field of behavioral law and economics;  chapter 5 
discusses the empirical methodologies used in behavioral legal studies;  chapter 6 
analyzes different techniques of debiasing and insulation through the law; and 
 chapter 7 challenges some of the characteristics of current research in behavioral 
law and economics.

The third part of the Handbook discusses specific behavioral phenomena, their 
ramifications for legal policymaking, and their reflection in extant law. Some of the 
seven chapters in this part refer to general phenomena, others to more specific ones. 
These include prosocial behavior, bounded ethicality, the inculcation of moral atti-
tudes, loss aversion, the endowment effect, probability errors, and the hindsight 
bias ( chapters 8 to 14, respectively). Finally, the fourth part— chapters 15 through 
29—analyzes the contribution of behavioral economics to fifteen legal spheres. 
These are property law, tort law, contract law, consumer transactions, insurance 
law, law of corporation, antitrust law, criminal law, tax law, litigation and settle-
ment, plea bargaining, judicial decision-making, evidence law, regulation, and 
environmental law.

3 Notable anthologies of previously published studies are Sunstein (2000) and Rachlinski (2005).
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CHAPTER 1

H EU R IST IC S A N D BI ASE S

JONATHAN BARON

The field I shall characterize as Judgment and Decision Making (JDM) approaches 
research questions from three perspectives:  normative, prescriptive, and descrip-
tive. These have been implicit in various writers for a long time, but the current field 
began as a reaction to work in cognitive psychology in the 1950s and 1960s. Around 
that time, cognitive psychologists, as they came to be called later, were studying per-
formance in mental tasks of various sorts, including estimation of probability of red 
balls drawn from urns, judgments of statistical properties of sequences of numbers, 
and decisions concerning simple gambles. (For reviews, see Peterson & Beach 1967, and 
Davidson, Suppes, & Siegel 1957.) At the time, various idealized models of how tasks 
should be done had been developed, such as information theory, expected-utility the-
ory, Bayesian probability theory, statistics, and (a little later) signal-detection theory. 
Psychologists were asking whether these (mostly mathematical) models described 
actual performance. At first the answer seemed to be yes, but results questioning these 
models began to accumulate to the breaking point.

If there was an actual point at which the break occurred, it was after Ward Edwards 
and his students had tried to salvage Bayesian probability theory as an account of 
human probability judgment—of the probability of drawing a red ball from an urn—
after experience with the urn, by adding the assumption that people were Bayesian but 
conservative, less willing to change their beliefs than the theory said they should be 
but otherwise consistent with it. In 1972, reporting some experiments, Kahneman and 
Tversky wrote, “In his evaluation of the evidence, man is apparently not a conservative 
Bayesian: he is not Bayesian at all” (p. 450). Instead, Kahneman and Tversky (hence-
forth K&T) proposed that people make probability judgments by using a heuristic, a 
rule of thumb, which they called representativeness. The Bayesian theory said that peo-
ple should start out with some prior opinions about the composition of the urn, then 
modify those opinions systematically as the evidence came in from repeated draws. 
K&T proposed that, instead, people examine the evidence and judge its similarity to 
various possible proportions.
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There are interesting complexities in this sequence of experiments, but the impor-
tant thing was that K&T had now made a distinction between the normative theory, 
which describes the judgments that should be made, and what people actually do. 
People are systematically biased in these cases. As other work showed, people ignore 
information about base rates, that is, about what should play the role of their prior 
beliefs in the Bayesian theory. And the reason they are biased is that they use a simple 
rule, a heuristic, one that will approximate the right answer under some conditions, 
and one that is much easier to use than a principle that requires taking two quantities 
into account, which could pull in different directions. Thus was born the idea of heu-
ristics and biases. The theory that people use a heuristic was a descriptive model, while 
Bayesian theory remained the normative model, the standard for what would count as 
the best answer.

The field of economics took longer to recognize a distinction between normative 
and descriptive theory. Many economists still argue that decisions are approximately 
rational and that our task is to discover their hidden rationality rather than to look for 
departures from normative models. But the psychological work on biases has had sub-
stantial influence on economics, especially experimental economics, which generally 
assumes that the descriptive principles of decision-making are applicable, so that they 
may be studied under the carefully controlled conditions of the laboratory as well as in 
the real world.

The normative/descriptive distinction implied that people were systematically 
departing from optimal judgments and decisions. The next question for practical peo-
ple is what to do about it, if anything can be done. That is the prescriptive part of the 
three-way distinction. In this chapter, I shall review the three types of theory, giving 
examples of each, with special attention to the variety of descriptive principles, but very 
little attention to prescriptive ideas.

1 Normative, Descriptive, 
Prescriptive

The three-way distinction emerged clearly in the 1980s (Freeling 1984; Baron 1985; Bell, 
Raiffa, & Tversky 1988—all of whom wrote independently of each other), although var-
ious parts of it were implicit in the writing of Herbert Simon and many philosophers 
(such as J. S. Mill).

Normative models, as noted, are standards for evaluation. They must be justified 
independently of observations of people’s judgments and decisions, once we have 
observed enough to define what we are talking about. Sometimes they are obvious, as 
when we study people’s judgment of length or duration. The normative model is the 
right answer, the objective length or duration of what people judge. When not obvious, 
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normative models are typically justified by philosophical and mathematical argument 
(Baron 2004).

Descriptive models are psychological theories that try to explain how people make 
judgments and decisions, typically in the language of cognitive psychology, which 
includes such concepts as heuristics and strategies, as well as formal mathematical 
models. Within the three-model framework, descriptive models are most useful when 
they explain departures from normative models, so researchers often focus on the 
search for such explanations. Such models allow us to determine whether, and, if so, 
how, we might improve judgments and decisions. When a deviation from a normative 
model is found to be systematic, not just the result of random error, we call it a bias. For 
example, people are biased to choose default options, even when others are normatively 
equal or better.

Prescriptive models are designs for improvement. If normative models fall in the 
domain of philosophy (broadly defined) and descriptive models in the domain of 
empirical psychological science, then prescriptive models are in the domain of design, 
engineering, or practice (again, broadly defined), roughly the sorts of things that are 
taught in professional schools rather than schools of “arts and sciences.” Originally, pre-
scriptive models were conceived as including mathematical tools that were useful for 
the formal analysis of decisions. These constitute the field of decision analysis, which 
includes several methods (and which has a society and a journal by that name). But pre-
scriptive models can also be educational interventions (Larrick 2004), which, for exam-
ple, teach people alternative heuristics, to counteract heuristics that lead to biases.

A recent addition to the arsenal of prescriptive methods is the idea of “decision 
architecture” (Thaler & Sunstein 2008;  chapter 28 by Sunstein in this volume), which 
consists of designing the presentation of decisions to those who will make them in such 
a way as to help people make the normatively better choice. A classic type of case is 
using the fact that people are biased toward the default to help them choose wisely by 
making what is usually the wise choice the default. For example, use a diversified port-
folio as the default retirement plan for new employees (as opposed to, say, shares in 
company stock).

Thus, the ideal plan for JDM, sometimes actually realized (Baron 2008; Thaler & 
Sunstein 2008), is to apply normative models to judgments and decisions, looking 
for possible biases, then use the tools of psychology to understand the nature of those 
biases, and then, in the light of this understanding, develop approaches to improve 
matters. Of course, in real life these steps are not sequential, but are informed by each 
other. For example, formal decision analysis turns out to require the measurement of 
personal probability and utility, so now a large descriptive and normative enterprise is 
devoted to this measurement problem, which has produced better methods for mea-
surement, which, in turn, are used to improve the original prescriptive models.

This plan clearly requires that the three elements are kept distinct. Suppose, for 
example, we make arguments for normative models on the basis of (descriptive) obser-
vations of what people do, under the assumption that people are rational. Then, we are 
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likely to conclude that people are rational and that no prescriptive interventions are 
needed. The field of JDM would tend to disappear. Arguably, economics as a field made 
this assumption of rationality and thus was never concerned with helping people to 
make better economic choices, until recently.

Another danger that JDM tries to avoid is to design prescriptive interventions with-
out at least some clarity about normative and descriptive models. Specifically, we try to 
avoid “fixing things that ain’t broke.”

Much of the debate within JDM is about the seriousness of various purported biases. 
Although strong advocates on one side or the other tend to think either that people 
are hopelessly biased or that we are perfectly adapted to our environment, more mod-
erate folks think that, while it all depends on the person, the situation, and the task, 
there really are some situations where people can be helped, sometimes a lot, through 
the JDM approach (Thaler & Sunstein 2008). Of course there are also many judgments 
and decisions that people make amazingly well. These extremely good judgments are 
mostly studied under the topic of expertise (e.g., Ericsson & Ward 2007). An example 
is the study of expert forecasting of political events, in which the determinants of suc-
cessful forecasting, and the methods of good forecasters, are examined (Tetlock 2005). 
I will not discuss expertise in what follows.

We need to keep normative and prescriptive models separate as well. If we assume 
that normative models are also prescriptive, they may become self-defeating. In 
decision-making, the main normative standard is the maximization of (expected) 
utility, and the time required for calculation usually reduces utility. If normative mod-
els require elaborate calculation, then, when a real person attempts to apply one to a 
decision, the utility loss from the time spent may be greater than the gain from using 
the model, as opposed to some simpler heuristic. In many cases, then, normative mod-
els are applied by researchers, and real people may use various heuristics to improve 
their judgments as evaluated by the normative models (e.g., Davis-Stober, Dana, & 
Budescu 2010).

On the other hand, summary versions of normative models may require no calcu-
lation at all and may serve the purpose of focusing attention on only what is relevant 
(Baron 1990). For example, on a day in which it seemed that there was roughly an even 
chance that it would be cloudy or sunny, my wife said, “Should I wear sunglasses or 
regular glasses? I guess sunglasses because I would be more upset if it is sunny and 
I don’t wear them than if it is cloudy and I do.” This is an expected-utility calculation, 
but without any numbers.

1.1 Normative Theories

This section discusses the major normative theories. These theories cannot be derived 
from observation of people’s judgments, for then we would not be able to criticize them. 
Nor can we derive them from an apparent consensus of scholars, as the majority might 
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be wrong. Of course, any other way of developing normative models must be tentative, 
but it seems more fruitful to look at the actual arguments that scholars make, rather 
than just their vote on the question of which theories are correct. The argument that 
“scholars disagree” leads to no conclusion on its own, but it is frequently an excuse to 
avoid the issue.

So how should normative theories be developed? I have argued (2004) that they can 
be developed by imposing an analytic scheme on the world. The analytic scheme has to 
fit the question reasonably well, so it must be responsive to properties of human beings 
that lead them to ask normative questions in the first place. But it does not need to take 
into account their intuitive answers to the questions.

Of course, for some purposes, normative models are much simpler than this. If the 
task is for people to judge the populations of cities, then the normative model is simply 
the right answers.

1.1.1 Utility Theory and Utilitarianism
utility theory says that a decision can be analyzed into options, each option can be 
assigned a number representing its goodness, that is, its utility, and the best option is 
the one with the highest utility. Variants of utility theory differ in how they analyze 
options. The main variants are the following:

	 •	 Expected utility (Eu) assumes that the outcomes of options are uncertain, and 
the uncertainty results from states of the world, each of which has a probability. 
Each outcome has a utility, and the expected utility of an option is the result of 
multiplying each option’s utility by its probability and then adding up the results 
across the uncertain states.

	 •	 Multiattribute utility (in its simplest form) analyzes options into independent, 
nonoverlapping attributes, each of which has a weight. The weights replace the 
probabilities in Eu. Total utility of an option is again a weighted sum of attribute 
utilities.

	 •	 In	discounted utility, my name for something that lacks a name, the analysis is 
into times at which outcomes occur, rather than uncertain states or attributes. 
The usual result is that the weight is an exponential (decay) function of temporal 
delay.

	 •	 In	utilitarianism, the units of analysis are people, rather than possible states of 
the world, attributes, or times.

Variants may be combined for a more complex analysis.
An example of the use of an analytic scheme is for Eu. We analyze choices into 

options, states of the world, and outcomes. The difference between options and states 
is that the former are under the decision-maker’s control. The argument for Eu as 
normative follows from additional assumptions about what the task is, and logic 
(Baron 2004, 2008).
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1.1.2 Probability and Statistics

In JDM, probability is usually (but not always) understood as a measure of degree of 
belief.1 When probability is defined this way, the basic mathematical principles can be 
derived from Eu theory, by thinking about the logical properties of bets. The two main 
principles are the multiplication rule and the addition rule, which apply to probabili-
ties as numbers you assign to your beliefs. The multiplication rule says that your prob-
ability for propositions A and B both being true is the product of your probability for 
B alone and your probability for A, conditional on B being true, which is notated as 
p(A|B). The addition rule says that your probability for “A or B,” when you believe that 
A and B cannot both be true, is the sum of your probabilities for the two propositions. 
These two rules can be combined to yield Bayes’ theorem, which specifies the relation 
between p(A|B) and p(B|A), that is, how to reverse conditional probabilities.2

We may test people’s probability judgments for related propositions by looking for 
violations of rules of coherence like these. A different normative model for probability 
is based on correspondence with reality. One measure of this is calibration, which is 
based on the idea that, if we look at the truth of all propositions where your probability 
is.75, then 75% of them should be true.

Researchers in JDM also use statistics as a normative model, for example, asking 
whether people apply the principle of regression to the mean in their own quantitative 
judgments.

Another much studied normative model is discounted utility, which concerns utili-
ties of events that occur at different times. A simple normative model holds that time 
should not matter, just as a person’s identity should not matter for utilitarianism. You 
should think of yourself as a stream of different people sharing very similar memories 
and goals. But, just as Eu theory for self-interested decisions can conflict with utilitar-
ianism, so it can be argued that bias toward the present may be rational. Yet it turns out 
that, once we allow bias toward the present, we are still constrained by a the principle 
of dynamic consistency, which holds that the choice between two options occurring at 
two different times should not depend on when the choice is made (provided of course 
that nothing about the consequences of the two options changes with time). If people 
follow this principle, then the effective utility of an option may decline with time, but 
it must decline as an exponential function (i.e., in each unit of time, the utility declines 
by a constant proportion of its value at the end of the last unit). Interestingly, real deci-
sions often weigh the immediate future much more than this model would require 
(Baron 2008).

1 An alternative conception in which probability is a relative frequency can be subsumed under the 
topic of judgment: the question “How likely is a randomly selected person to be over six feet tall?” is 
similar enough to the question “What proportion of people are over six feet tall?”

2 Specifically, p(B|A) = p(A|B) p(B)/p(A).
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1.2 Types of Descriptive Theory

Descriptive theories are drawn from the language of cognitive psychology, broadly 
conceived. They do not usually attempt to reduce judgments to some other level of 
explanation. That said, there is now a field of “decision neuroscience” and the field of 
evolutionary psychology sometimes deals with issues in JDM, another type of biologi-
cal explanation. I shall leave these aside here.

Psychological explanation, in cognitive psychology, is mostly in terms of mental 
representations and processes. Representations can be perceptions, beliefs, emotions, 
and goals. (The inclusion of emotions and goals is why I define “cognitive” broadly.) In 
JDM, three kinds of representations are of particular interest (Baron 1985): possibili-
ties, evidence, and goals. All thinking can be described in these terms. And thinking 
may also be divided into search and inference. Search is looking for these three objects, 
and inference is arriving at some conclusion (possibly tentative) from them, such as 
a judgment or choice. Much, but not all, explanation assumes that people are “inten-
tional systems,” which means that we can understand them in terms of their goals and 
beliefs.

One type of process is a heuristic, a rule that a person applies, such as, “In a choice 
between two gambles in which the probabilities of winning are close, choose the one 
with the higher maximum payoff.” Note that such a rule could lead to violations of 
Eu, because the difference in probabilities is completely ignored if it is below a certain 
threshold.

1.3 Mathematical Models

In JDM, a major concept is the idea of heuristics. Before turning to this idea in detail, 
I should also mention that JDM also relies heavily on mathematical models of pro-
cesses or representations. Indeed, JDM has developed along with the field of mathe-
matical psychology.

For example, a major research question has concerned how people combine repre-
sentations of value and belief when making choices. Eu theory says that the combina-
tion rule should be simple multiplication of utility (a measure of value) and probability 
(a measure of belief). Several theories (including the famous “prospect theory” of 
Kahneman and Tversky 1979) proposed that both quantities were transformed before 
multiplication, and other theories (e.g., the TAX model of Birnbaum 2008) have argued 
that other kinds of modifications of Eu are required to account for choices in experi-
ments on gambles. The predictions of models based on heuristics can be derived within 
the same mathematical framework. Heuristics predict certain kinds of deviations from 
Eu, and from other models.

Another type of mathematical model concerns choices over time. As noted, dis-
counted utility as a normative model implies that the effect of an outcome on choice, its 
decision utility, should decline exponentially as the outcome gets farther away in time 
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(or not decline at all, which is the limiting case of very slow decay). Researchers have 
found that other functions, such as a hyperbola, fit the data better, leading to the idea of 
“hyperbolic discounting” (Frederick, Loewenstein, & O’Donoghue 2002). This result 
is of major concern in economics, because it affects decisions involving money, such as 
investing, spending, and saving. If people behave as if they value the immediate future 
too much, they will save too little. More generally, such biases require self-control to 
overcome. They affect health, work, and personal relationships as well as financial 
status.

Yet another type of mathematical model describes hypothetical internal processes 
of choice or judgment. Some models of this type are based on the statistics of multiple 
regression and involve weights of various cues (e.g., Bröder & Newell 2008). Others 
involve processes that take place in time, so that they account for response times as 
well as choices (e.g., Glöckner 2009). For example, the process of arriving at a choice 
is conceived as a random walk, like a drunk who starts somewhere in the middle of a 
football field and sets out in some direction (e.g., Milosavljevic et al. 2010). If he walked 
straight, he would go out of bounds on the side toward which he started, but he cannot 
walk straight, so he sometimes goes out of bounds on the other side, although this will 
usually take longer.

I mention these models because it is often said that the field of JDM is dominated by 
the heuristics-and-biases (HB) approach and its critics, yet much of the field has little 
to do with heuristics, although it still involves biases, usually.

2 Heuristics and Their History

But much of the field does have to do with heuristics. The idea has an interesting history.

2.1 Polya

The term “heuristic” was invented by George Polya (1945), a mathematician who was 
trying to explain how mathematicians think, with the goal of recommending these 
methods to students. A heuristic is distinguished from an algorithm, a rule with 
very clear conditions for its application, such as the method we learn in school for 
regrouping (borrowing) in subtraction, or the method for long division. Algorithms 
always do what they are supposed to do. By contrast, a heuristic is a rule without 
very clear conditions, and it does not always do anything useful. Sometimes it can 
suggest something else, which can subsequently lead to a solution. Examples are 
“Do you know a related problem?” or “Draw a figure” or “Could you derive some-
thing useful from the data?” The use of heuristics would give problem solvers some-
thing to do when they were stuck. Thus, heuristics were never harmful and possibly 
beneficial.
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2.2 Kahneman and Tversky and the Classic  
Heuristics and Biases

Kahneman and Tversky (1972) appropriated the idea of heuristics to explain biases in 
probability judgment. They found that, in certain situations, people made judgments 
inconsistent with the rules of probability, particularly Bayes’ theorem. They proposed 
that people were not attempting to apply these rules but rather were using a heuristic 
based on the similarity between a given case and a group as a way of judgment the 
probability that the case was a member of the group. This similarity, or representative-
ness, is relevant, but the use of only this cue ignored the base rates, the size of the group 
relative to alternative groups.

For example, Kahneman and Tversky (1973) gave subjects a personality sketch of a 
graduate student, Tom W, which was designed to match the stereotype of a student 
in computer science. They asked student subjects to rank various fields for the like-
lihood that Tom was a student in each field. These rankings were almost perfectly 
correlated with other students’ ranking of similarity of the description to their ste-
reotypes of each fields (i.e., representativeness). Although students knew that com-
puter science, at the time, was a small field, they completely ignored this knowledge 
in making their judgments. (In case the size isn’t obviously relevant, use a Polya-type 
heuristic, which is to consider an extreme case, namely, the case in which the size 
of the field is 0.) Kahneman and Tversky thus concluded (from this and other evi-
dence) that people were using a representativeness heuristic, and this led to biases 
away from the normative model, which would take into account base rates as well as 
similarity.

Another heuristic studied by Kahneman and Tversky (e.g., 1973) was the use of 
availability as a cue. Probability judgments were affected by the ease of thinking 
of examples and the number of examples thought of. In the case of availability, it is 
difficult to see what else people could do, without looking up the answer. This con-
trasts with representativeness, where people did have relevant knowledge but did 
not use it.

For Kahneman and Tversky, then, the idea of a heuristic was two-edged. Heuristics 
were useful because they saved time (and presumably allowed someone who had no 
idea of probability to answer the questions at all). And heuristics often gave useful 
answers, for example, when the sizes of the relevant groups were fairly close. But the 
idea of heuristics was invoked to explain biases, which were departures from normative 
models. The import of this HB approach was to explain why heuristics were functional 
and reasonable yet still led to errors in situations that were sometimes important and 
possibly even frequent. Some of the initial illustrations of heuristics involved neglect of 
base rates in the law and in medical diagnosis (Tversky & Kahneman 1982).

This approach to heuristics led to the postulation of a great many more heuristics by 
Kahneman, Tversky, and many other researchers. It has been, and continues to be, a 
fruitful approach to the study of judgments and decisions.
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2.3 Gigerenzer’s Critique: Heuristics Are Fast and Frugal

Gerd Gigerenzer and his colleagues, over many years (e.g., Gigerenzer, Todd, & 
the ABC Research Group 1999), criticized the heuristics-and-biases approach in 
several ways. First, they argued that the approach was not ecologically valid, in the 
sense that it did not follow Brunswik’s (1947) principle of representative design, in 
which the stimuli presented are representative of those in the environment. In the 
current literature, this criticism mixes up two issues. One is that heuristics may 
be much more useful than they seem in HB experiments, which are often based 
on unusual situations such as those faced by juries or physicians. Indeed, even the 
use of simple representative designs indicates that heuristics can come very close 
to normative models (Read & Grushka-Cockayne 2011). HB proponents might well 
agree but also argue that the unusual situations are important even if they are not 
typical.

The second issue is to claim that heuristics were at some point adaptive, for exam-
ple, some earlier point in the biological evolution of humans, so, therefore, they are 
not biases. This argument seems to me to be without merit. For one thing, it is dif-
ficult to study environments faced by early humans, so we are free to make up stories 
about them. For another, HB proponents are more interested in what we can do now to 
improve the achievement of our goals. To say that our problems were once not prob-
lems at all is little help in solving them.

A second criticism is that HB proponents rely too heavily on coherence and do not 
pay enough attention to correspondence. In weather forecasting, for example, fore-
caster A could say, frequently, that the probability of rain is.6 and the probability of no 
rain is.6, while forecaster B says that the probability of rain is.1 and the probability of 
no rain is.9, on the same days. If it rains on half of the days, forecaster A is clearly better 
in terms of correspondence, but she is incoherent, while forecaster B is coherent. Isn’t 
correspondence what matters?

I have two answers to this second criticism. First, HB researchers study decisions 
much more than fast-and-frugal researchers, and correspondence is of little use in the 
study of decisions. Second, in the field of judgment, the criticism might be true but 
a great deal of research in the JDM field uses correspondence criteria in the study of 
judgment (if only correspondence with “the right answer”), so the criticism is based on 
selection of those studies to which it applies.

A third criticism is that simple heuristics sometimes lead to judgments that conform 
to normative models better than attempts to follow the normative models directly. This 
is simply true. A dramatic demonstration of the power of simple heuristics is the rec-
ognition heuristic. Goldstein and Gigerenzer (2002, 2011) asked subjects which of two 
cities was larger. The subjects were German, and they did better with American cities 
than German ones, because they did not recognize many of the American ones. When 
an American recognized city was paired with an unrecognized city, subjects chose the 
one they recognized. This was a very good cue, and German subjects used it to their 
advantage.
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Many studies have examined the use of heuristics in judgment tasks in which sub-
jects predict some quantity, or quantitative comparison, on the basis of several other 
cues. An example is predicting college grades from high-school grades and several test 
scores. Many studies use artificial examples in which subjects must learn from expe-
rience how the target is related to the predictors (cues). In most real-life and labora-
tory studies, the relation between cues and target was well captured by a linear additive 
model. The best way to predict the target was to use a weighted average, that is, multiply 
each cue by its optimal weight and add up the results (adding a constant term because 
of differences in scales). But the subjects did not know the optimal weights. And, in 
fact, any attempt to determine the optimal weights from a limited sample of cases 
would get them wrong: some would be too high and others too low. Thus, the strategy 
of trying to use a weighted average would suffer from this problem of “overfitting” the 
data. under certain conditions, accuracy of prediction can be improved by reducing 
the variation in weights toward equal weighting. (Equal weighting means that each 
predictor is first standardized, and then the simple sum, plus a constant, is used to pre-
dict the target.) It is as if we need to compromise between what the (limited) data tell us 
and what we might think before we had the data, which is that we would weight the pre-
dictors equally. Sometimes this effect is so extreme that simple equal weighting does 
better than an attempt to find the optimal weights.

Equal weighting is one of a class of simple strategies that might be used in tasks of this 
sort. Others are simple heuristics, such as the recognition heuristic, or “Take the best,” 
for comparing two items. To apply take-the-best, go through the attributes in order 
from best to worst. If one item is better on an attribute, choose it. If the two are equal, 
proceed to the next attribute. If you run out of attributes, guess. Another heuristic is 
simply to use the best single cue. Because of the general problem of overfitting when 
attempting to use a weighted-average strategy, most heuristics like these can, under 
certain conditions, do better than an explicit attempt to compute a weighted average 
(Dana & Dawes 2004; Hogarth & Karelaia 2007; Davis-Stober, Dana, & Budescu 2010).

Putting this another way, the use of simple heuristics can be normatively optimal by 
the criterion of correspondence, under specific conditions. It helps, of course, if people 
know when each heuristic will be most useful. (This is discussed in the articles just 
cited, and their citations.) This conclusion goes beyond the argument that sometimes 
it is worthwhile to sacrifice a little accuracy for the benefit of being “fast and frugal.” In 
some cases, accuracy need not be sacrificed at all, because it improves with the use of 
simple heuristics.

This happens because the attempt to apply what seems to be the obvious normative 
model (weighted average) directly is prone to error. Yet, normatively, we should take 
the possibility of error into account in our judgments. (In general, we could apply Eu 
theory to do this, looking at the probability of various errors and the reduction in util-
ity—the disutility—that they cause.) Hence, it may be argued that the apparent norma-
tive model is not normative at all, because it does not take error into account.

In this regard, the argument is similar to an argument made in moral philosophy 
by (for example) J. S. Mill (1859). If you have the power to suppress free speech, there 



14   JONATHAN BARON

are certainly situations in which it would be best (in terms of overall consequences) to 
do so. The trouble is that we make errors in trying to recognize those situations, and 
the disutility of these errors is very high when we mistakenly act to suppress speech. 
Moreover, the difficulty of recognizing such errors is indicated by the poor track record 
of people who have made this distinction in the past. Thus, Mill argued, we do best by 
following a simple rule of never suppressing speech, regardless of how the situation 
appears.3 And we can do this knowingly, without deceiving ourselves into believing 
that we are doing anything other than seeking the best overall consequences.

3 Other Heuristics

A great many heuristics have been discovered, other than those just described. Baron 
(2008) discusses the following, among others:

	 •	 Missing	information: do	not	choose	an	option	if	you	lack	information	about	its	
consequences (even if you cannot get the information and the option is otherwise 
good).

	 •	 Congruence: choose	tests	of	hypotheses	that	will	give	yes	answer	if	your	favored	
hypothesis is true.

	 •	 Information: seek	information	(even	if	you	don’t	know	what	to	do	with	it	when	
you get it).

	 •	 Equality: divide	benefits	or	burdens	equally.
	 •	 Do	 no	 harm:  avoid	 harming	 others,	 even	 when	 doing	 so	 can	 prevent	 greater	

harm.
	 •	 Status	quo: stick	with	the	status	quo	(similar	to	“Choose	the	default”).
	 •	 Proportionality: evaluate	interventions	in	terms	of	the	proportion	of	the	problem	

that they correct.
	 •	 Reciprocity: reciprocate	harms	and	benefits	as	closely	as	possible.
	 •	 Waste: do	not	waste.
	 •	 Variety: seek	variety.

Each of these is associated with a bias, but other heuristics are prescriptive, such 
as “Consider alternative hypotheses” or “Ask what you will do with the information 
you get.”

3 Although Mill did make an argument like this against suppressing free speech, another, more 
current, examples is the decision to commit an act of terrorism. Surely some terrorist actions have 
been for the best, but practically every terrorist believed that his act is in that category, while the 
overwhelming majority have been wrong. Thus, any potential terrorist should correct his own belief 
by taking base rates into account.
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Close examination of various tasks can reveal many more heuristics specific to the 
tasks of interest. For example, Hauser (2011) reviews heuristics used by consumers in 
choosing products. One heuristic is to pick a small set of the available options before 
considering more details. (This one has obvious timesaving advantages and less obvi-
ous advantages in reducing error rates.) Another is to infer quality from an advertis-
ing campaign (which is rational but fallible: suppliers with “money to burn” can afford 
such campaigns). Another is to use popularity as a cue, or recognition (which is of 
course one of the goals of advertising).

Similarly, Sunstein (2005) describes a number of “moral heuristics,” which affect 
judgments about public policies.

4 Views of Heuristics

Theoretical use of the idea of heuristics grew from accretion of examples, not from 
any clearly stated theory. Perhaps as a result of this history, no single theory seems to 
account for all the heuristics that have been described, although a few different theo-
retical approaches can describe significant groups of heuristics.

4.1 Development and Overgeneralization

It is potentially useful to study the development of biases in children and the role of 
heuristics, but few studies have done this, and those that have attempted it have not 
reached enlightening general conclusions (e.g., Baron et al. 1993). The problem, as noted 
by Stanovich, West, and Toplak (2011), is that this kind of research is beset with con-
ceptual and methodological difficulties. For example, measurement of the frequency 
of biases in a population may depend heavily on other aspects of difficulty of the task, 
such as how familiar the situation is. Young children are less familiar with almost 
everything, so they may appear to be more biased for spurious reasons.

However, an interesting possibility is that some heuristics arise from learning, 
followed by more learning to reduce them, so they show an inverted-u pattern with 
age. When children learn to talk, they often learn general rules and overapply them. 
Very young children do not use the plural form of nouns. Older children learn that 
the plural is formed by adding an “s” sound, and some children apply this everywhere, 
saying “mouses” instead of “mice.” As they get older still, they learn the exceptions, 
the limits of the simple rules. Arkes and Ayton (1999) suggested that the same thing 
happens with the sunk-cost effect, the tendency to stick to a losing strategy when the 
future consequences of giving up are better. (This bias seems to be explained in terms 
of a “Do not waste” heuristic, as if the waste could be redeemed by wasting even more 
time or money.) The youngest children show no bias. Older children show the bias most 
strongly. Adults show it much less because they have learned that the do-not-waste rule 
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should be limited to cases in which the waste has not yet occurred. The same process 
can be demonstrated in learning by adults, such as the overgeneralization of the law of 
large numbers by students of statistics (Ganzach & Krantz 1991, pp. 189–90).4

The possibility of this kind of result suggests that some heuristics can be viewed as 
over-generalizations of useful rules. For example, we decide on punishment on the 
basis of the magnitude of the harm done, we stick to the status quo (“A bird in the hand 
is worth two in the bush”), and we judge harmful acts to be worse than equally harm-
ful omissions. These heuristic rules are discovered by individuals and passed on from 
one person to another because they work in certain situations, perhaps in most situ-
ations. Their success can be understood when their results are best at achieving the 
thinker’s goals. For example, it is usually best to punish harmful acts more than we 
punish harmful omissions, because harmful acts are usually more intentional and 
their outcomes are easier to foresee, so they are more easily deterred. But people use 
these heuristics without fully understanding their relationship to their purposes. As a 
result, people often apply them in cases in which they do not achieve their usual pur-
poses as well as some alternative might. Thus, people sometimes judge acts to be worse 
than omission even when intention and foreseeability are held constant ( chapter 3 by 
Baron in this volume).

In some cases, people can reflect on the rules they use and realize that the rules 
have exceptions (Baron & Leshner 2000). In other cases, especially those that involve 
socially acquired rules such as those concerning morality, people seem to become com-
mitted to the rules they use, even though reflection about their purposes might reveal 
limitations, if people could imagine what purposes might justify the rules.

The term “overgeneralization” is somewhat misleading. Overgeneralization of one 
rule goes hand in hand with undergeneralization of whatever rule should be used in 
its place. However, the term is still useful because it brings to mind other examples of 
inappropriate transfer of a rule. Overgeneralization errors were taken by Wertheimer 
(1959) to be a sign of misunderstanding, of “blind” learning or transfer. Wertheimer 
showed that such overgeneralization can apply to rules of inference learned in school as 
well as “naive” rules. For example, he found that students who had learned the formula 
for the area of a parallelogram (base times height) would apply the same formula to 
other figures that could not be made into rectangles in the same way that a parallelo-
gram can be (by cutting off a triangle on one side and moving it to the other). The area 
rule worked for the parallelogram because it could be shown in this way to serve the 
purpose or goal of finding area. The derivation of the rule involves the subgoals of mak-
ing the parallelogram into a rectangle and conserving area. When the rule was applied 

4 Students were asked, “A person is standing in the middle of the road after drinking all evening. 
He is so drunk that his steps are completely random. He is as likely to make a step to the right as he 
is to make a step to the left.” Is he more likely to be closer to the point of origin after 100 steps or after 
1,000? Students who had studied statistics were less likely to give the correct answer (100), presumably 
because they applied a heuristic based on the law of large numbers, which they had just learned.
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elsewhere, it did not serve the purpose of finding area, and the subgoal of making the 
figure into a rectangle could not be achieved.

The possibility that some heuristics are overgeneralization errors suggests a general 
kind of reflection that might reduce biases that they cause. In these cases, the overgen-
eralization of a rule is incorrect because it no longer serves the purpose of the rule when 
applied correctly. If people “searched for goals,” that is, for purpose, and thought about 
the goals that rules helped to achieve, they might be able to learn limitations, such as 
the overuse of the do-not-waste rule. Some rules may turn out to be purposeless.

4.2 Attribute Substitution and the Affect Heuristic

Another way of account for a great many heuristics is that they involve attribute substi-
tution: “When confronted with a difficult question people often answer an easier one 
instead” (Kahneman & Frederick 2002). When asked about probability of category, 
people answer in terms of similarity (thus ignoring the base rates of the categories). 
When asked about an appropriate jail term for a crime, people answer by thinking 
about how outrageous the crime is.

This account applies to some of the same heuristics that can be explained in terms 
of overgeneralization. For instance, in the proportionality effect in judgments of pri-
ority for risk reduction. The relevant measure is (for example) the number of deaths 
prevented, but people sometimes find it easier to think about the proportion of deaths 
prevented. This is obviously an attribute substitution, but it could also be described as 
the application of an incorrect rule, a rule that usually works well (judge in terms of 
proportion). Although the attribute-substitution account is more obviously applicable 
here, that is not the case for other heuristics, such as “Do no harm,” which seems more 
like a rule, although it could also be described in terms of attribute substitution (substi-
tuting “harms from action” for “total harms”).

One attribute that is often substituted, or used when it should be irrelevant is “affect,” 
hence the affect heuristic (Slovic et al. 2002). This term has a specific technical meaning, 
which is an immediate evaluative judgment: good-bad, happy-sad, and so on. It does 
not seem to mean “emotion” in a technical sense of that term. The difference is that 
emotion is a mental state that itself has hedonic value, while affect is a judgment, which 
may or may not be accompanied by emotion. The word “murder” may evoke an affec-
tive judgment by association (murder-bad), but need not evoke any emotion by itself.

4.3 Isolation Effects

Yet another way of accounting for some heuristics is that they involve attention to what 
is present in the immediate field of consciousness, neglecting what is outside but eas-
ily accessible with some mental search. This is called isolation effect, or the focusing 
effect. The idea came from the theory of mental models in reasoning (as explained 
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by Legrenzi, Girotto, & Johnson-Laird 1993): people reason from mental models, and 
when possible they use a single, simple, model that represents just the information they 
are given. Other factors are ignored or underused. Other statements of essentially the 
same idea are those of Read, Loewenstein, and Rabin (1999) and Idson and coauthors 
(2004).

An example of this is Thaler’s (1985) “mental accounts.” Thaler found that many 
people treat the source of funds as relevant to their use, although money is fungi-
ble. Thus people who are normally frugal and even risk averse would spend lottery 
proceeds on luxury items or binge purchases. In doing so, they viewed their windfall 
gains in isolation, and failed to integrate their newfound wealth with all their liabili-
ties and assets. (See  chapter 23 for another example, from the work of McCaffery and 
Baron (2006) on tax.)

Isolation effects may be subsumed under availability effects. They could also be 
described in terms of attribute substitution, where the isolated attribute is substituted 
for all those attributes that should be considered. And they could be described as over-
generalized rules. But they are specific to the situation where the attribute that is used is 
the most salient, if only because it is part of the question that people are asked.

4.4 Two-Systems (Dual Process) Theory

The idea that there are two systems of cognitive processes has received consider-
able attention since the publication of Kahneman’s (2011) Thinking, Fast and Slow. 
Kahneman proposes that a fast, automatic, associative process is initially evoked by 
the need for a judgment or decision, System 1. It is often followed by a slower, more 
reflective, rule-governed, and controlled process, System 2, which may serve to cor-
rect errors made by system-1. Many harmful heuristics work at System 1. Although 
Kahneman’s book has increased attention to the dual-process idea, it has been around 
in psychology since the nineteenth century and has taken many forms, which differ in 
their statements about what is included in each system or type of process.

Recent expositions include those of Epstein (1994), Evans (2008), Frederick (2005), 
Greene (2009), Sloman (1996), and Slovic (2007), among others. The main dimension of 
differences among the various versions is the amount that is included in each system. 
At the most extreme, System 1 is described as fast, automatic, associative, unconscious, 
not limited in what it can do at once, affected by emotion, driven by heuristics, and 
more. System 2 is the opposite. It seems doubtful that such a clear division exists. At the 
opposite extreme, System 1 is simply automatic and System 2 is controlled.

Extensive evidence supports the simpler distinction. In the Stroop (1935/1992) task, 
for example, subjects are asked to name the color in which words are printed. They 
have great difficulty with this when the words are themselves the names of colors. 
Presumably, reading the word is the automatic or natural response, and people must 
suppress it to do the task. In Frederick’s (2005) cognitive-reflection test, subjects are 
given problems like, “If it takes 5 machines 5 minutes to make 5 widgets, how long 
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would it take 100 machines to make 100 widgets?” The natural response of 100 must 
be suppressed. It is unclear whether the suppression is done in advance, by making a 
plan not to consider the natural response, or only after the initial, incorrect, response 
is almost made. In the latter case, then we would have to conclude that the System 1 
response is always faster, but we would not need to assume this in if advance suppres-
sion can be accomplished (although it may still be true).

Although this distinction is clear, what is not clear is whether heuristics generally 
operate automatically in the same way as giving 100 as the answer to the widget prob-
lem. Clearly Polya’s answer would be no. Heuristics are often intentionally deployed. As 
Polya pointed out, and Gigerenzer said in a different way, some heuristics are learned 
methods that improve performance. These heuristics may be intentionally deployed. 
And the heuristics that causes biases may also be intentionally deployed.

Many biases that are presumably caused by heuristics seem to exist even when sub-
jects are required to reflect on them (e.g., Frisch 1993). In some cases, it seems that 
heuristics, or principles that are labeled as such, take the form of principles that are 
endorsed after reflection. This may occur in the moral domain (Sunstein 2005), and 
also in decisions and judgments based on probability. Despite serious normative 
arguments against the relevance of “ambiguity” or “uncertainty about probability” 
to decision-making (Baron & Frisch 1994), many scholars have defended the princi-
ple of avoiding options when the “probability of some outcome is unknown,” perhaps 
because the intuition that it is relevant is very powerful (Slovic & Tversky 1974).

Another example is the neglect of base rates usually attributed to the representative-
ness heuristic. Such neglect is found in experimental subjects, but it is also sometimes 
defended by judges in their opinions (Koehler 2002).

4.5 Debiasing Heuristics

People can learn to avoid harmful heuristics. This learning can result from ordinary 
education, or from special training directed at the heuristics themselves. For example, 
Fong, Krantz, and Nisbett (1986, experiment 4) found that statistical training transfers 
to solving everyday problems involving statistical reasoning, in a telephone interview 
in which subjects were asked about regression to the mean, such as why the winner of 
the Rookie of the Year award in baseball usually does not do as well in his second year 
as in his first. A nonstatistical response might be “because he’s resting on his laurels; 
he’s not trying as hard in his second year.” A statistical response (based on the principle 
of regression to the mean) would be “A player’s performance varies from year to year. 
Sometimes you have good years and sometimes you have bad years. The player who 
won the Rookie of the Year award had an exceptional year. He’ll probably do better 
than average his second year, but not as well as he did when he was a rookie.” Students 
gave more good statistical answers of this sort at the end of the course than at the 
beginning. Therefore, these students did transfer what they had learned to cases where 
it is relevant. Failure to regress to the mean—the assumption that the deviation from 
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average would be just as great in the second year—is possibly caused by the representa-
tiveness heuristic.

Nisbett and coauthors (1987) carried out other studies in which they examined the 
effects of various kinds of university instruction on statistical, logical, and meth-
odological reasoning. They found that logical reasoning did not improve from the 
beginning to the end of two introductory college courses in logic (one emphasizing 
formal logic, the other emphasizing informal fallacies). It did not improve as a result 
of two years of graduate school in chemistry, either. Logical reasoning did improve, 
however, as a result of two years of graduate school in law, medicine, or psychology. 
The researchers suggest that these three fields emphasize logical reasoning to some 
extent. Statistical and methodological reasoning showed a somewhat different pat-
tern. The largest improvement by far occurred among psychology students, probably 
because training in such things as the use of control groups is an important part of 
graduate work in psychology. Methodological reasoning also improved with medical 
training, which places some emphasis on the conduct and interpretation of medical 
research, but there was essentially no improvement from training in either law or 
chemistry.

Jury instructions might be designed to reduce biases. An example is suggested by 
McCaffery, Kahneman, and Spitzer (1995) in the context of tort damages.

For some heuristics based on attribute substitution or overgeneralization, a general 
method of debiasing might be helpful, although it has not been tried. That is to encour-
age people to ask themselves about the purposes (goals) of the methods that they use 
(Baron 1993). This intervention might be most effective when users of these heuris-
tics do not think they are doing anything nonnormative; they either think that they 
are making correct inferences or they do not think about the validity of what they are 
doing at all. In the contrasting case, the user knows that the heuristic is a shortcut and 
uses it to save time or effort. Here, intervention might be less useful without also con-
vincing people that they needed to spend more time.

5 My-Side Bias and Actively 
Open-Minded Thinking

Another possible general approach to reducing biases involves a large category of 
biases, which are called “my-side bias” (Perkins, Bushey, & Faraday 1986). These biases 
favor whatever possibilities are already strong (options, beliefs, or goals). They thus 
lead to irrational persistence in the face of counterevidence or counterarguments. 
Beliefs defended in this way are often but not always what the person wants to be true, 
so my-side bias is not the same as wishful thinking. Depressives are subject to these 
biases when they interpret evidence as favoring the hypothesis that bad outcomes are 
their fault. (See Baron 2008, for a more complete review.)
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My-side bias exists in both search and inference. In search, it is a bias to look for 
reasons that favor the stronger possibility. For example, political liberals (conserva-
tives) tend to read articles written by liberals (conservatives). Then, having selected 
the evidence by its content, they ignore the fact that they did this when they revise 
their beliefs, so they change their beliefs as if the evidence were selected randomly. 
They do not discount the evidence for the fact that it was selected in a biased way. 
(If they did, they would probably not spend so much time searching for it, for its 
expected benefits would be small.) The same sort of selective search is involved when 
the evidence comes from our own memory. We tend to think of evidence that sup-
ports possibilities that are already strong or beliefs that we desire to be true, and we 
need to put aside our knowledge that we have done this, in order to take the result 
seriously.

Several experiments indicate that this sort of bias underlies both motivated and 
unmotivated errors. In one commonly used experimental paradigm, subjects are 
instructed to make some judgment under various conditions:  without special 
instructions, with instructions to think of reasons why their initial judgment might 
be correct, with instructions to think of why it might be incorrect, or with instruc-
tions to think of reasons on both sides. (Not all experiments use all four conditions.) 
The typical finding is that the latter two conditions improve performance over the 
first two. For example, Koriat, Lichtenstein, and Fischhoff (1980) found that think-
ing of reasons on the “other side” reduced inappropriate extreme confidence in the 
answers to objective questions. Results like this suggest that one source of many of 
these errors is a bias toward initial or desired conclusions. Telling people to think of 
evidence for these conclusions has no effect, because they do it anyway. Telling them 
to think of counterevidence helps, whether or not we tell them to think of supporting 
evidence too.

Perkins, Bushey, and Faraday (1986) has provided additional evidence for the exis-
tence of such my-side bias. When subjects were asked to list arguments relevant to 
some question of policy, such as whether their state should enact a law requiring return 
of glass bottles for recycling, they listed far more arguments on their own side than on 
the other side of the issue. When they were pushed to list extra arguments, they listed 
far more such arguments on the other side. So their initial bias was the result of lack of 
effort, not lack of knowledge.

The way to counteract my-side bias is a prescriptive heuristic, or set of heuristics, 
called actively open-minded thinking (AOT: Baron 2008). This involves actively seek-
ing evidence and arguments against strong possibilities (beliefs, options, or goals), 
including other possibilities that might be considered.

Some evidence suggests that AOT can be taught. Beginning with Selz (1935), several 
studies have shown that something resembling actively open-minded thinking can be 
trained and that it transfers to new situations (Baron, Badgio, & Gaskins 1986; Perkins, 
Bushey, & Faraday 1986). Such training does not need to be outside of regular courses. 
It can often be done by changing the design of traditional course, often in ways that 
even facilitate the learning of the course content (Baron 1993).
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6 Naive Theories

unfairly neglected in recent literature is another approach, pursued mostly in the study 
of child development, which holds that people have naive theories. (See Wellman & 
Gelman 1992, for a review.) Children think that the sun goes around the earth, and that 
the earth is flat. Naive theories are also found in adults. Some people think that a ther-
mostat works like an accelerator, so that, if you turn it way up, the room will heat up 
faster (Kempton 1986). This approach is somewhat like the idea of biases, as compared 
to normative models. But the “true theories” to which judgments are compared are not 
seen so much as definitions of optimality that are good for all time but rather as just 
the most defensible current thinking. (Really the distinction is not that sharp.) People 
undoubtedly have naive theories of economics, of how the law works, and of their roles 
as citizens (Baron 2012).

The study of naive theories can be contrasted with the study of biases relative to nor-
mative models. In the latter case, we can say that people are biased, nonnormative, or 
perhaps irrational. In the former case, we can say that they are incorrect. Just as we 
must accept normative models in order to say that people are biased, we must accept 
current understanding of science (or law, or whatever) to say that people are incorrect, 
so any conclusions are conditional on such assumptions. Despite this limitation, study 
of naive theories could open up new approaches to the improvement of human think-
ing, understanding, and choice.

One area in which naive theories are both abundant and consequential is consumer 
finance. Recent debates over regulation of financial markets have cited a number of 
behavioral anomalies that are arguably caused by naive theories, especially in the 
high-stakes context of retirement planning. For example, Benartzi and Thaler (2001) 
documented the phenomenon of “naive diversification,” showing that most people 
think that portfolio diversification is essentially an investment of 1/N into each of N 
funds offered—they believe that spreading out investments is good, irrespective of 
the attributes of the options at hand. Similarly, many investors rely on an explicit the-
ory that favors funds with strong past performance and ignores fund fees, which are 
deemed too small to matter (Wilcox 2003), though in fact most retail investors are bet-
ter off ignoring past performance and choosing the lowest-fee funds available.

7 Conclusion

It has long been assumed by many scholars, other than some logicians and econo-
mists, that people are not entirely rational in any strict sense of the term. As a result 
of research over mostly the last 50 years, we now have a much better idea of just where 
people deviate from simple theories of rational thinking or decision-making.
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These are optimistic results. If we can trace the problems of individuals and the 
world to specific kinds of poor thinking, then we open a path to fixing these problems, 
a path that would not be available if the problems arose entirely from other causes. 
There are several things we can do.

One is to try to teach people to do better. For the kinds of biases I have discussed, 
such instruction is probably best done in tertiary education (college, in the united 
States). Primary and secondary schools could do it, but the prospects for changing the 
curriculum based on mere evidence, in my experience, are dim.

Another is to rely on decision architecture (Thaler & Sunstein 2008) to present 
decisions to people in ways that will help them make better decisions for them-
selves and others. As Thaler and Sunstein point out, full use of this approach will 
require changes in the law and its application in the courts and by government and 
nongovernmental agencies. This approach is paternalistic. Thaler and Sunstein 
argue that it is “libertarian paternalism” because people are still free to choose. 
But, as pointed out by Camerer and coauthors (2003), many proposals of the sort 
that Thaler and Sunstein recommend actually impose some cost on people, if only 
the cost of making a special effort to take some option other than the default. Some 
proposals, such as waiting periods to avoid impulsive decisions (about marriage or 
divorce, for example) impose a noticeable cost on everyone. Camerer and coauthors 
argue that these costs can be justified by the benefits they yield in terms of harm 
prevention. The extreme case, of course, is outright paternalism resulting from 
legal prohibition or requirements, which can also be justified in economic/utilitar-
ian terms (Zamir 1998).

A final approach is to reduce the scope for biases to operate by providing people with 
better information. Again, Sunstein and Thaler recommend this, and sometimes it 
must be legally required (as in warning labels). Just to take one example, a great many 
biases have been discovered in the domain of risk perception, and these seem to affect 
risk regulation (Breyer 1993), given the fact that citizens, legislators, and regulators are 
all subject to the same biases. But many of these biases have greater scope to operate 
when people are ignorant of the facts about the costs and benefits of various possible 
regulations. So publish the facts as best we know them. (This has still not been done. 
There is no authoritative website to which one can turn for a summary of this sort of 
information, except in limited domains such as healthcare.) With the numbers in 
hand, people would find it easier to think in ways that are approximately normative. 
As the late John McCarthy said, “He who refuses to do arithmetic is doomed to talk 
nonsense.”
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CHAPTER 2

H U M A N PROSOCI A L MOT I VAT ION 
A N D T H E M A I N T ENA NCE OF 

SOCI A L OR DER

SIMON GÄCHTER

1 Introduction

Economic approaches to understanding human behavior, including law abidance, 
have long assumed that people are self-regarding in the sense that they entertain 
cost-benefit calculations with the sole concern being own costs and benefits, irrespec-
tive of consequences for others. The last twenty years of research in behavioral eco-
nomics have profoundly challenged this assumption (Gintis et al. 2005) with important 
consequences for our understanding of lawful behavior and social order in general. 
The question I will discuss in this chapter is how prosocial motivations help under-
stand social order.

I will discuss evidence from the last two decades of behavioral economics research 
that sheds light on human prosocial motivations. I will focus my attention on people’s 
behavior in social settings where the welfare of other people is affected. Of course, 
there are important behavioral aspects of law abidance from an asocial, individual 
decision-making perspective. These concern the roles of probability perception (e.g., 
the perceived probability of being caught for a criminal act) and heuristics and biases 
in general (Kahneman and Tversky 2000). I do not deal with these issues here but refer 
the interested reader to Sunstein (2000), and to  chapter 1 by Baron in this volume. My 
focus is on prosocial motivation, not cognition.

The basic conceptual framework I will use to study social order goes back to at least 
Hobbes and consists in thinking of social order as a cooperation problem: If the law 
is widely disregarded, we end up in a world where life is “nasty, brutish, and short.” 
Contributing to social order (obeying the law) is of collective interest, but individu-
als have an incentive to disregard the law if this promises to be more advantageous 
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than abiding by the law. Of course, the law also has an important coordinating func-
tion that makes obeying the law also in people’s self-interest—think of traffic laws, for 
instance. In this chapter, however, I will not discuss coordination problems, but focus 
on cooperation.

One may argue that modern societies rest on constitutions and legal enforcement 
mechanisms with checks and balances that sharply limit individual decisions to flout 
the law. However, as examples from failed states vividly demonstrate, legal enforcement 
cannot work if large groups in society disregard the law because they think respecting 
the law is not to their advantage. Thus, a functioning law enforcement system is itself 
an example of successful cooperation.

The problem of cooperation can most easily be understood in the following simple 
example. Suppose two farmers reach an agreement to respect each other’s property, but 
there is no third party to enforce this agreement. Now the two farmers have to think 
whether to stick to their promise or not. Suppose they both abide by their agreement 
and therefore have an incentive to cultivate their land, which gives them a comfortable 
living. But one farmer might be tempted to renege on his promise and steal the harvest 
of the other farmer, who trusted that he would be safe and therefore invested in a good 
crop. The stealing farmer enjoys a harvest for which he did not work, and the victim 
is robbed of his proceeds. If farmers are not gullible (or learn from experience), they 
might anticipate this outcome and not invest much in cultivating the land, which leaves 
both in a miserable situation but still better off than losing the entire harvest after a sea-
son of hard work. This, of course, is the famous prisoner’s dilemma: mutually sticking 
to the agreement is in the common interest but not in each individual’s interest.

The prisoners’ dilemma as a metaphor for cooperation has been the focus of decades 
of research (Rapoport and Chammah 1965; Axelrod 1984; Van Lange et al. 2014). One 
important insight has been that cooperation (i.e., honoring the agreement) might be 
maintained in my example if these farmers are likely to play the game in the foreseeable 
future with the “shadow of the future” (Axelrod 1984) looming strongly enough. The 
mutual threat to renege on the agreement if the other farmer reneges might be strong 
enough to cause both to honor the agreement. If the agreement is successful, we have 
an example of self-enforcement. Such self-enforcement is much harder to achieve if the 
players are not settled farmers but mobile bands of hunter-gatherers because under the 
latter conditions there is no common shadow of the future but only a short-term coop-
eration problem, which favors defection.

Modern social life differs, of course, from this simple example: cooperation prob-
lems need to be solved for large groups, where decisions take place both in stable 
settings and random interactions. But large groups, even if they are stable, are funda-
mentally different from two-person prisoner’s dilemmas: theory suggests (Boyd and 
Richerson 1988) and experimental evidence confirms (Grujić et al. 2012)  that stable 
cooperation is possible in the two-person prisoner’s dilemma but is hard to achieve in 
large groups because no effective punishment targeted at noncompliant group mem-
bers exists. Thus, for understanding large-scale cooperation the prisoner’s dilemma is 
not fully suitable, and recent research has therefore shifted to the public goods game as 
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a tool to study multilateral cooperation. This game will be the major tool I will use in 
this chapter.

One important insight of many experiments using the public goods game is that 
cooperation is inherently unstable and tends to unravel to the worst outcome, pre-
dicted by self-interest. Doesn’t this prove that people are selfish in the end? My answer 
will be a qualified no. Some people are indeed likely to be selfish. Many people, how-
ever, will behave selfishly under some conditions, but are not motivated by selfishness. 
As I will show, the distinction between motivation and behavior is important and they 
ought not to be conflated. People can be nonselfishly motivated and end up behaving 
selfishly, but the converse also exists: selfish people behaving prosocially.

The main tool to investigate my questions is economic experiments, with 
decision-dependent monetary stakes. A full description of the experimental method-
ology is beyond the scope of this chapter. The interested reader should consult Falk and 
Heckman (2009) and  chapter 5 by Engel in this volume.

The plan of this chapter is as follows. Section 2 will lay the foundation of my analysis 
of determinants of social order by offering an overview of the most important find-
ings suggesting that the homo economicus assumption used for decades in economics 
and other behavioral sciences is not justified. Many people are more aptly described 
as homo reciprocans, that is, nonselfish “strong reciprocators” (Gintis 2000), and I will 
present the most important evidence supporting the existence of strong reciprocators. 
A strong reciprocator is prepared to sacrifice resources to be kind to those who are 
being kind (“strong positive reciprocity”) and to punish those who are being unkind 
(“strong negative reciprocity”). The essential feature of strong reciprocity is a willing-
ness to reward fair and punish unfair behavior even if this is costly and provides nei-
ther present nor future material rewards for the reciprocator (Fehr, Fischbacher, and 
Gächter 2002). However, as I will show, all experiments that find evidence for strong 
reciprocity also find the existence of mostly self-regarding people.

The rest of this chapter will then discuss how homo economicus and homo recipro-
cans deal with social order. I will argue that social order is sustained, to some extent, by 
internalized norms of proper conduct even in the absence of any formal enforcement. 
Social order is also, and very strongly so, influenced by the behavior of other people 
because homo reciprocans is more likely to contribute to the common good if others do 
the same. I will also show that punishment or other incentives are necessary to sustain 
social order.

A first pillar of social order, and probably the weakest one, is personal ethics, or 
internalized norms of cooperation, enforced by feelings of guilt: Cooperation can be 
supported to the extent that people think cooperating is the morally right thing to do 
and feel guilty if breaking the social contract. Section 3 investigates the role of inter-
nalized norms of proper conduct to sustain cooperation. In section 4 I will show that 
social order is bound to be fragile if not backed up by incentives. This holds despite 
the fact that most people are not fundamentally self-regarding and, as section 3 will 
show, express moral apprehension at free riding. An important insight is that some 
people are selfish and that homo reciprocans, while not being selfish, sometimes tends 
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to be selfishly biased. Section 5 discusses evidence that (the threat of) punishment is 
crucial to maintain social order. Homo reciprocans has a decisive role to play because 
homo reciprocans is prepared to pay a cost to punish those who jeopardize social order. 
Rewards and a desire for a good reputation can also help.

Section 6 will present some cross-societal evidence and show that punishment is also 
shaped by how well the rule of law works in a given society. Section 7 will present a 
short discussion and outlook for future research.

Before I  proceed I  should clarify what this chapter does and does not provide. 
Research in the behavioral sciences searches for basic behavioral principles that under-
lie all social dilemmas however diverse they are in reality. My approach therefore is not 
applied science (although I will point to some interesting applied findings) but basic 
science that should provide general behavioral principles that can inform more applied 
research. The behavioral research I report here is complementary to approaches study-
ing the role of social norms in law and its enforcement (e.g., Ellickson 1991; Posner 
2000; Kahan 2003).

2 Basic Social Motivations: Homo 
Economicus and Homo Reciprocans

Homo economicus has long been the most important characterization of human nature 
in the behavioral sciences and in particular in economics. David Hume famously 
remarked that “Political writers have established it as a maxim, that, in contriving any 
system of government, and fixing the several checks and controls of the constitution, 
every man ought to be supposed a knave, and to have no other end, in all his actions, 
than private interest” (Hume 1987 [1777], Essay VI, p. 42). George Stigler, a Nobel laure-
ate in economic sciences, was convinced: “Let me predict the outcome of the systematic 
and comprehensive testing of behavior in situations where self-interest and ethical val-
ues with wide verbal allegiance are in conflict. Much of the time, most of the time in 
fact, the self-interest theory. . . will win” (Stigler 1981, p. 175).

There are several justifications for the selfishness assumption. Homo economicus is 
neutral to other people, that is, he is neither envious or malicious and also not altruis-
tic. Thus, he might be considered the average person on whom social analysis should 
be based (Kirchgässner 2008). Furthermore, in a theoretical context, the homo eco-
nomicus assumption often allows for exact predictions, which can be confronted with 
appropriate data that might refute it. Moreover, it is often of independent interest to 
understand what would happen if everyone were self-regarding. A clear picture of the 
consequences of selfishness serves therefore as an important benchmark for under-
standing nonselfish behavior.

The assumption of self-regard also has considerable merit in the absence of empiri-
cal means to assess the structure of people’s social preferences. Yet the experimental 
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methodology allows us to observe people’ social preferences under controlled circum-
stances. Advances in neuroscience (Glimcher et  al. 2009), anthropology (Henrich 
et al. 2004), behavioral economics (Gintis et al. 2005), evolutionary theory (Bowles and 
Gintis 2011) and social psychology (Van Lange et al. 2014) shed further light on human 
nature. Thus, given the availability of appropriate tools to measure deviations from 
selfishness, there is no need to rely further on the selfishness assumption. Its empirical 
relevance can now be measured.

In the following I will present evidence that supports the widespread existence of 
homo reciprocans. The classic games used to study people’s social preferences are the 
dictator game, the ultimatum game, the trust and the gift-exchange game, and the 
public goods game with and without punishment. All experiments I will discuss are 
conducted according to the standards of experimental economics (see Friedman and 
Sunder 1994 for a textbook account) and have been replicated many times, including in 
representative samples, under high stakes, and in relevant field conditions. Moreover, 
all experiments are designed to carefully control for self-regarding incentives, such 
that self-interest theory makes a unique prediction that can be compared with the 
behavioral outcome. If behavior differs from the self-interest prediction we have evi-
dence for nonselfish behavior.

The dictator game (Forsythe et al. 1994) is the most basic decision situation in which 
social preferences can be studied. The dictator game is a two-player game where par-
ticipants are assigned at random to be either a “dictator” or a passive recipient. The 
dictator has to decide how much of a given amount of money allocated to him or her to 
share with a recipient who has to accept the offer. The experimental setting ensures that 
a self-interested rational dictator has an incentive not to share. Passing money along to 
the recipient under these conditions is evidence for altruism, or other-regarding pref-
erences in general.

The results of many carefully controlled dictator games do not support self-interest 
predictions on average. In a meta-analysis Engel (2011) finds that across 616 treatments 
involving the dictator game, the average sharing rate is 28.3%, and across all studies 
about 36% of individuals do not share at all. Thus, many people are willing to share a 
windfall gain, but (depending on the treatment) a sizable minority is not.

How about sharing principles if recipients can reject the offer? The seminal game to 
study this situation is the ultimatum game (Güth, Schmittberger, and Schwarze 1982). 
In the ultimatum game the proposer makes an offer of how to share a given pie and, in 
contrast to the dictator game, the recipient can now accept or reject the offer. In case of 
acceptance, the offered division is implemented; in case the recipient rejects, both get 
nothing. If the recipient is motivated solely by monetary payoffs, he or she will accept 
every offer. Therefore, the proposer will only offer the smallest money unit.

The results across a wide range of subject pools around the world reject this predic-
tion (Oosterbeek, Sloof, and van de Kuilen 2004). On average, proposers offer 30% to 
40% of the available amount. The median and the mode are at 40% and 50%, respec-
tively. Few offers are less than 10%, or more than 50%. Offers below 20% or less will 
likely be rejected, while equal splits are almost always accepted.
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The offers made in the ultimatum game appear inconsistent with the homo eco-
nomicus model of human nature. However, it is important to observe that all types of 
proposers, self- and other-regarding ones, have an incentive to offer nonminimal (fair) 
shares, if some recipients are inclined to reject low offers. Thus the mere fact that we 
observe high offers is not inconsistent with the homo economicus model. The inconsis-
tency arises for the recipient who foregoes earnings by rejecting a positive offer—homo 
economicus would never do that. Cross-societal variation notwithstanding, when it 
comes to rejections, there is abundant support for the existence of strong negative reci-
procity, and no support for the homo economicus prediction in almost any of the many 
societies studied (Oosterbeek et al. 2004; Henrich et al. 2005; Henrich et al. 2006).

The next game, the gift-exchange game (developed by Fehr, Kirchsteiger, and Riedl 
1993), showcases strong positive reciprocity where homo reciprocans nonstrategically 
rewards a kind act by being kind as well. A simple version of the gift-exchange game 
works as follows. There are two roles, employers and employees. In each round, an 
employer and employee are paired up at random. The employer makes a wage offer 
to his or her paired employee, who can accept or reject the offer. Acceptance con-
cludes an employment contract. The employee then chooses effort and the round 
ends. “Effort” means choosing a number with the consequence that the higher the 
chosen number, the higher is the employer’s profit and the higher is the employee’s 
effort cost. The earnings of employers increase in effort and decrease in wages paid. 
For the employee the opposite holds. Parameters are such that maximal effort maxi-
mizes surplus.

The setup ensures that there are no strategic reasons for gift exchange. A homo eco-
nomicus employee will choose the minimum effort irrespective of the wage because 
effort is costly. Homo reciprocans, however, will respond reciprocally: high wages are 
rewarded with high effort and low wages are matched with low effort.

The results of numerous experiments support the homo reciprocans prediction over 
the homo economicus one, on average, because wage and effort are highly significantly 
correlated. This is unambiguous evidence for strong positive reciprocity, found in 
numerous gift-exchange experiments (see Charness and Kuhn 2011 for an overview). 
However, the results also reveal substantial heterogeneity. Irrespective of the wage paid 
by the firm there is always a fraction of workers who choose minimal effort—as in the 
dictator game, homo economicus exists but is in the minority.

A game related to the gift-exchange game that also allows for the observation of 
strong positive reciprocity is the trust game (Berg, Dickhaut, and McCabe 1995). The 
trust game is a two-player game where participants are anonymously and at random 
allocated to their roles as trustor and trustee. The trustor (and in some experiments 
also the trustee) has an endowment and has to decide how much of this endowment to 
transfer to the trustee. Any amount the trustor transfers the experimenter increases 
by a factor of three (in some studies by a factor of two or four). The trustee then decides 
how much of the increased amount to transfer back to the trustor. Homo economicus in 
the role of recipient will not return anything irrespective of the amount received (and 
rational trustors would foresee this and transfer nothing).
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Numerous studies with student and wide-ranging nonstudent subject pools have 
been conducted with the trust game. Johnson and Mislin (2011) found in a meta-analysis 
of 162 replications in 35 countries that trustors on average send 50% of their endowment 
and trustees return 37% of the amount available for return. Regression analyses show 
clear support for strong positive reciprocity: Trustees return highly significantly more 
the more they have received from the trustor.

In sum, the gift-exchange game and the trust game provide substantial evidence 
for the existence of strong positive reciprocity. Rejections in the ultimatum game 
are an example of strong negative reciprocity. But these are all two-player games. 
I have argued in the introduction that to understand human cooperation one needs 
to move beyond dyadic interactions. The following game, the public goods game, is 
a vehicle to study strong positive reciprocity in the context of a simultaneous multi-
lateral game.

In a typical linear public goods game, four people form a group. All group members 
are endowed with 20 tokens. Each member has to decide independently how many 
tokens (between 0 and 20) to contribute to a common project (the public good). The 
contributions of the whole group are summed up. The experimenter then multiplies 
the sum of contributions by a factor larger than one but less than four (a frequently 
used factor is 1.6) and distributes the resulting amount equally among the four group 
members irrespective of how much an individual has contributed. Thus, an individual 
benefits from the contributions of other group members, even if he or she has contrib-
uted nothing to the public good. A rational and self-regarding individual has an incen-
tive to keep all tokens, because the personal benefit per token from the public good is 
less than 1, whereas it is 1 if he or she keeps the token. By contrast, the group as a whole is 
best off if everybody contributes all 20 tokens.

A large number of studies show that people contribute to the public good (see 
Chaudhuri 2011 for an overview), but, as I will describe in more detail in the next sec-
tion, contributions decrease over time in experiments that allow for repetition of the 
base game. In this section I focus on one-shot games because my goal is to demon-
strate the existence of strong positive reciprocity, and this requires controlling for any 
self-regarding incentives. One-shot games provide the starkest environment to study 
cooperation motivated by strong reciprocity because there are no strategic reasons to 
make any positive contribution. Thus, homo economicus will take a free ride in this 
game. Again, the results do not confirm this prediction. Many people make a positive 
contribution, although a significant fraction contributes nothing (e.g., Dufwenberg, 
Gächter, and Hennig-Schmidt 2011).

The fact that people make positive contributions does not yet constitute evidence for 
strong positive reciprocity. In a game where group members make their contribution 
decisions simultaneously people cannot respond to what they have observed others to 
do; people can only react to the beliefs they hold about other group members’ contribu-
tions. Thus, some experiments ask the participants what they estimate the other group 
members will contribute (e.g., Dufwenberg, Gächter, and Hennig-Schmidt 2011). The 
results are consistent with strong positive reciprocity: on average, reported beliefs and 
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own contributions are highly significantly positively correlated. While this holds for 
a majority of people, some contribute nothing despite the fact they believe others will 
contribute a lot. Again, homo economicus and homo reciprocans coexist.

The final game I discuss is the public goods game with punishment (Fehr and Gächter 
2000; Fehr and Gächter 2002). It provides another example for the existence of strong 
negative reciprocity. In this game, the group members first contribute to the public 
good. Then group members learn how much all have contributed and are given the 
opportunity to spend money to reduce the income of each of the other group members 
individually. One money unit spent on punishing a group member reduces this group 
member’s earnings from the first stage by three money units. Homo economicus will of 
course not spend any money to punish others, but homo reciprocans might be willing to 
punish the free riders in the group.

The results show that many people are prepared to punish free riders. In fact, in 
the experiments of Fehr and Gächter (2002) more than 80% of people punished at 
least once. Fehr and Gächter repeated their experiment six times, but each time with 
entirely new group members and in a way that excluded any further interactions with 
any previous group members. Punishment showed a reciprocal pattern in each of the 
six one-shot repetitions: more free riding was met with more punishment. Gächter 
and Herrmann (2009) and Cubitt, Drouvelis, and Gächter (2011) found the same 
result in strict one-shot experiments. Such punishment has been called “altruistic” 
because it is individually costly and benefits others only; it is evidence of strong nega-
tive reciprocity. These experiments and a related large literature (surveyed in Gächter 
and Herrmann 2009; Balliet, Mulder, and Van Lange 2011; and Chaudhuri 2011) show 
that many people are strong negative reciprocators with punitive sentiments for 
wrongdoing.

What are possible psychological (proximate) mechanisms that produce strong reci-
procity? At the most fundamental level, it is the evolved human capacity of empathy 
that only psychopaths lack (Baron-Cohen 2011). Relevant for my specific question, 
research has identified three important mechanisms:  inequality aversion (Fehr and 
Schmidt 1999; Bolton and Ockenfels 2000); efficiency seeking (Charness and Rabin 
2002); and a desire to reward or punish intentions behind actions (also called reci-
procity; Rabin 1993; Dufwenberg and Kirchsteiger 2004) or a combination of inequal-
ity aversion and rewarding and punishing intentions (Falk and Fischbacher 2006). 
A detailed description is beyond the scope of this chapter, but I will provide the ideas. 
Thorough discussions can be found in the cited articles and in Fehr and Schmidt 
(2006); see Wilkinson and Klaes (2012) for a textbook account. Bowles and Gintis (2011) 
provide evolutionary (ultimate) explanations of strong reciprocity.

Inequality aversion. Inequality aversion, in particular the version by Fehr and 
Schmidt (1999), is probably the most widely used theory to explain the reviewed behav-
ior in experimental games. The theory assumes that people care about their own mate-
rial payoff positively and negatively about inequality in comparison with another 
person both in case the inequality is advantageous (the focal individual has more than 
the comparison individual) and if it is disadvantageous (the focal individual has less 
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than the comparison individual). It is assumed that disadvantageous inequality is 
worse than advantageous inequality.

The theory of inequality aversion can explain why people reject unfair offers in 
ultimatum games (an example of strong negative reciprocity): while there is a posi-
tive utility from the material benefit of a (small) offer, there is also disutility from 
inequality. It is therefore possible that the disutility outweighs the utility from the 
offered amount, and therefore total utility is negative and the person rejects. A sec-
ond example of how disadvantageous inequality aversion can explain strong nega-
tive reciprocity is punishment of free riders in a public goods game: a free rider who 
does not contribute anything will earn more than all others who have contributed. 
This will leave the contributors behind in payoff comparisons and they will experi-
ence disadvantageous inequality aversion. A contributor who punishes a free rider 
may reduce the gap in earnings and therefore inequality by punishing. Aversion to 
advantageous inequality can also explain why people behave in a positive reciprocal 
way when making contributions to a public good. If a group member believes others 
will contribute he or she might feel advantageous inequality aversion if not contrib-
uting. To alleviate this feeling, she contributes. An inequality averse person will also 
not contribute more than others because this way she would fall behind in terms of 
payoffs.

There are, however, a couple of important phenomena that the theory of inequality 
aversion does not address: many people are motivated by efficiency seeking and are 
therefore willing to help others even if that increases inequality (a strictly inequality 
averse person would not do that), and people care not only about outcomes as assumed 
in theories of inequality aversion, but also about the intentions behind actions. I will 
deal with these two problems in turn.

Efficiency seeking. Inequality aversion implies that people will always take actions, 
if available, that reduce inequality. But experiments have shown that many people 
are also willing to help other people if that increases efficiency despite also increas-
ing inequality (Charness and Rabin 2002; Engelmann and Strobel 2004). Thus, a social 
concern for efficiency most likely is an important motivation for some, and it might also 
explain why people make contributions to public goods.

Intentions matter. A second problem with the theory of inequality aversion is that it 
is purely outcome-oriented, that is, the intentions behind other people’s actions do not 
matter. However, there are many cases where intentionality is important. For exam-
ple, receiving an unfair offer (involving a disadvantageous unequal distribution) if a 
fair offer (an equal distribution) is available might not be perceived the same as if the 
only available other offer is also unfair (Falk, Fehr, and Fischbacher 2003). Theories 
of reciprocity (e.g., Dufwenberg and Kirchsteiger 2004) model intentions by assum-
ing that people are motivated by rewarding kindness with kindness and meanness by 
meanness. Making a fair offer when an unfair offer is available (and better for the pro-
poser) is an example of a kind act; offering an unfair distribution when a fair one would 
have been available is an example of unkind behavior. Another example is contribu-
tions to a public good: if a group member believes others will contribute a lot, then 
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he or she might perceive this as a kind act and reward the kindness by contributing 
as well; by the same token, a low expected contribution might be perceived as unkind 
and therefore be matched with a low contribution as well (Dufwenberg, Gächter, and 
Hennig-Schmidt 2011). Falk and Fischbacher (2006) combine inequality aversion and 
intentions, and show that intentions might lead to more punishment of unfair offers 
and free riding than inequality aversion alone.

In sum, strong positive and negative reciprocity are probably to a large extent moti-
vated by psychological mechanisms of inequality aversion and a desire to base rewards 
and punishments on the intentions behind an action; in some important cases con-
cerns for social efficiency also matter. Existing research clearly suggests an important 
role for these mechanisms (Falk, Fehr, and Fischbacher 2005). For my purposes, how-
ever, it suffices to work with strong positive and negative reciprocity as motivational 
shortcuts.

In the following I will turn to the central question of this chapter, the determi-
nants of social order. In the next three sections I will show how the basic inclina-
tions of strong positive and negative reciprocity determine (the breakdown of) 
social order.

3 The Determinants of Social Order 
I:  Internalized Norms

One important determinant of people’s prosocial behavior is most likely internal-
ized norms of what people consider the morally right thing to do. For example, people 
donate anonymously to charities (Eckel and Grossman 1996), they vote for reasons 
of civic duty, despite their vote being extremely unlikely to be pivotal (Riker and 
Ordeshook 1968); they respect the law (Cooter 2000) even if incentives that back up the 
obligations are weak (Galbiati and Vertova 2008). People pay their taxes despite low 
detection probabilities for evasion (Kirchler 2007), and people also care for the envi-
ronment out of moral convictions (Brekke, Kipperberg, and Nyborg 2010). More gener-
ally, people value character virtues such as honesty and trustworthiness even if lying 
and cheating go entirely undetected (e.g., Gneezy 2005; López-Pérez and Spiegelman 
2013; see Pruckner and Sausgruber 2013 for an interesting field study) and also act on 
perceived moral obligations (Schwartz 1977). As shown above, in experiments people 
make contributions to one-shot public goods without any extrinsic incentive to do so. 
One early piece of evidence that is consistent with intrinsic motivations is that people 
contribute for reasons of “warm glow” (Andreoni 1990).

In this section I discuss some evidence about normative considerations and related 
moral emotions in social dilemmas. I discuss studies that investigate people’s moral 
judgments, the social emotions of anger and guilt, and people’s desire to punish norm 
violators even if not personally affected (“third-party punishment”).
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I start with moral judgments of free riding. Is free riding morally blameworthy at all? 
Cubitt, Drouvelis, Gächter, and Kabalin (2011) report on a study that elicited people’s 
moral judgments of free riding by using techniques from moral psychology to under-
stand to what extent free riding is perceived to be a moral problem. The basic design of 
Cubitt and his colleagues’ study is as follows. They presented their subjects—who took 
the roles of spectators—with scenarios of two people, A and B, who are both endowed 
with 20 money units and make contributions to a public good. B always free rides, that 
is, keeps all of his 20 money units for himself. The different scenarios vary the extent to 
which A makes contributions to the public good. Depending on the scenario, A con-
tributes 0, 5, 10, 15, or 20 to the public good. People were asked, as a detached observer, 
how they morally judge B’s behavior for each of A’s possible contributions. The moral 
judgment scale ranged from −50 (extremely bad) to +50 (extremely good).

Figure 2.1A illustrates the result by showing the average moral evaluation of B’s free 
riding (contribution of 0 to the public good) for each of A’s possible contributions. The 
average moral evaluation is always below 0; that is, people think that B’s free riding is 
morally blameworthy. Interestingly, the same act of free riding is considered morally 
worse on average the more A actually contributes.

Figure 2.1A shows the average moral evaluation, which hides some interesting het-
erogeneity. About 50% of people actually have a flat “moral judgment function”; that 
is, their moral evaluation of B’s free riding does not depend on how much A  con-
tributes. A third of the people think B’s free riding becomes morally worse the more 
A contributes.

If free riding is considered morally blameworthy, does it also trigger negative emo-
tions? Evidence using noninvolved spectators who evaluate free riding behavior 
described in various scenarios, suggest so (Fehr and Gächter 2002). And if cooperation 
is morally commendable, does free riding trigger feelings of guilt? Anger and guilt are 
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expected to be particularly relevant in a context of social cooperation because they can 
be seen as prototypical morally linked emotions (e.g., Haidt 2003).

Cubitt, Drouvelis, and Gächter (2011) elicited emotions after players made their con-
tributions in a one-shot public good to see to what extent free riding triggers anger by 
the cooperating individual and guilt by the free rider. Figure 2.1B shows that the aver-
age levels of anger and guilt seem to be mirror images of one another with the excep-
tion that a high level of free riding (where the target individual contributes between 11 
and 20 tokens less than the focus individual) triggers the same anger as a lower level 
of free riding (the target individual contributes between 1 and 10 tokens less than the 
focus individual).

The moral or social emotions anger and guilt are interesting because they trigger two 
potential enforcement mechanisms—external and internal punishment. Angry indi-
viduals might be willing to punish free riders and therefore provide the free riders with 
an extrinsic self-regarding incentive to avoid punishment by contributing (discussed 
in more detail in section 6). Guilt is a negative emotion that can serve as “internal pun-
ishment” and therefore provide an intrinsic reason to contribute to the public good to 
avoid feeling guilty. Dufwenberg, Gächter, and Hennig-Schmidt (2011) presented evi-
dence that such “guilt aversion” can explain contributions to public goods.

Further evidence for the importance of normative considerations comes from 
third-party punishment games (Fehr and Fischbacher 2004), where a potential pun-
isher is not an affected party, but an independent third party (this feature thus resem-
bles law enforcement in reality). In their experiment, two players, A  and B, play a 
prisoner’s dilemma game with two options: Cooperate (C) or Defect (D). In terms of 
material payoffs, the best outcome for a player is DC, that is to defect when the other 
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player cooperates; the second-best outcome is CC (mutual cooperation); the third-best 
result is DD (mutual defection) and the worst outcome is CD (cooperating while the 
other player defects). This incentive structure gives both players an incentive to defect 
and therefore to forgo the gains from mutual cooperation. Fehr and Fischbacher (2004) 
add to this framework a third party who, at her own cost, can punish both players 
A and B after having seen their decisions. Since the third party is not affected by A’s and 
B’s decisions, third-party punishment is a reflection of normative considerations. The 
results show that third parties are much more likely to punish a defector if the other 
player cooperated (in 46% of cases) than if both defected (21% of cases); mutual coop-
eration is almost never punished.

The results on third-party punishment are consistent with the findings on moral 
judgments ( figure 2.1A): free riding is considered particularly blameworthy if the other 
party cooperated. The third-party experiments uncovered that people have a will-
ingness to pay for their normative convictions. Neuroscientific evidence (Buckholtz 
and Marois 2012) as well as cross-cultural findings (Henrich et al. 2006) suggest that 
third-party punishment is a phenomenon that is deeply ingrained in the human 
condition.

In summary, people think free riding is morally blameworthy and it also triggers 
the contributors’ anger and even third-party punishment. People who contribute less 
than others feel guilty. Thus, to the extent that people have feelings of warm glow, are 
bound by moral norms, want to avoid making other group members angry even if 
(third-party) punishment is not possible, and would feel guilty if contributing less than 
others, prosocial cooperation is expected.

4 The Determinants of Social Order II: 
The Behavior of Other People

I introduced the one-shot public goods game in section 2 as one tool to study the exis-
tence of strong positive reciprocity. The evidence suggests that people are willing to 
contribute to public goods even in one-shot settings. To investigate (the stability of) 
social order, however, requires repeated public goods games. Notice that the repeated 
public goods game is a stark setting in which to study social order: while one-shot set-
tings allow observing people’s principal willingness to cooperate for the sake of the col-
lective benefit, a repeated setup allows answering the question whether this willingness 
can help producing a stable social order.

Are people able to provide a public good that has a collective benefit to all, if the 
collective benefit and the “shadow of the future” are the sole incentives? The fact that 
many people are guilt-averse, think free riding is immoral, and are also motivated by 
efficiency-seeking should help in pursuing collective welfare. However, the sobering 
result of many repeatedly played public goods experiments is that cooperation almost 
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invariably breaks down in repeated interactions. This result has been shown in numer-
ous experiments around the world (Herrmann, Thöni, and Gächter 2008; Chaudhuri 
2011) and is illustrated in  figure 2.2. In all subject pools people contribute substantial 
amounts initially but over time contributions dwindle to low levels almost everywhere.

One may argue that the experiments reported in  figure 2.2 are too short to properly 
reflect conditions relevant for social order. unfortunately, existing experimental evi-
dence suggests that the time horizon does not matter much. For example, in Gächter, 
Renner, and Sefton (2008) participants played for ten or fifty periods (and participants 
knew this). Cooperation was low under both time horizons (less than 40% on average) 
but not different between time horizons. Rand and coauthors (2009) and Grujić and 
coauthors (2012) report very similar results (Grujić et al. even for 100 periods, and, as 
in Rand et al. 2009 with participants being unaware of the exact number of rounds). 
Thus, the conclusion is inevitable and seems to vindicate Hobbes: in and of itself, that 
is, without external enforcement, social order is fragile and the time horizon as such is 
of no avail.

Recall from section 2 that one-shot public goods experiments have found a positive 
correlation between beliefs about the contributions of other group members and the 
individual’s own contributions, which is consistent with strong positive reciprocity. 
However, this positive correlation is not a particularly compelling measure of strong 
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Figure 2.2 shows the average contribution (out of the endowment of 20 money units) the subjects  
contributed in each round. The numbers in parentheses are average contributions over all rounds.
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positive reciprocity. To see why, suppose, for whatever reason, Alice is very pessimis-
tic about the contributions of others and thinks they will not contribute much or may 
contribute nothing at all. Suppose further Alice would be willing to contribute pro-
vided others also contribute—Alice is a “conditional cooperator.” Alice behaves as a 
free rider due to her pessimism, not because her basic attitude to cooperation is free 
riding. Now compare Alice to Bill and assume that Bill is a free rider who will never 
contribute even if others contribute a lot. Thus, there is a problem: Alice and Bill both 
free ride, so their behavior is observationally equivalent, but their motivation is differ-
ent. Bill is motivated to be a free rider, whereas Alice is a conditional cooperator who 
happens to be pessimistic. Thus, separating behavior from motivation is important (see 
Lewinsohn-Zamir 1998 for a related argument in a law and public policy context).

Fischbacher, Gächter, and Fehr (2001) introduce a design that allows separat-
ing behavior from motivation. In their experiment, participants are asked in an 
incentive-compatible way to make conditional contributions for all possible aver-
age contributions of the other group members (a so-called strategy method). Given 
the details of the incentive structure, people motivated by free riding will contrib-
ute nothing for all levels of possible average contributions of other group members. 
Conditional cooperators, by contrast, will increase their contribution in line with 
the average contribution of others. Thus, in this design, rather than just observing 
one contribution and one belief, we can observe a complete contribution schedule 
for all possible average contributions of others. Free riders and conditional coop-
erators are therefore clearly distinguishable, even if they both contribute noth-
ing if others contribute nothing. Fischbacher, Gächter, and Fehr (2001) find that 
about 50% of their participants are conditional cooperators, 30% are free riders, 
and the rest follow some other patterns. The average person clearly is a conditional 
cooperator.

The Fischbacher, Gächter, and Fehr (2001) experiment has been replicated many 
times in many countries and including representative subject pools (Thöni, Tyran, 
and Wengström 2012). Figure 2.3 illustrates the average conditional contribution from 
subjects in ten different countries around the world by showing the average contribu-
tion that subjects make as a function of all possible average contribution levels of other 
group members (expressed in percentages of the maximal possible contribution, which 
differs across studies).

A couple of important insights can be taken away from  figure 2.3. First, although 
there is some variation, patterns are very similar across subject pools: low contributions 
by other group members are met with low own contributions, and own contributions 
increase in those of group members. This is true in all ten subject pools illustrated here. 
Second, while contributions increase in the contributions of others, own contributions 
tend to remain below the diagonal, which implies that even conditional cooperators on 
average want to free ride to some extent on the contributions of other group members. 
Figure 2.3 depicts average conditional cooperation and it therefore hides heterogene-
ity. However, conditional cooperators are the majority and free riders a minority in all 
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subject pools studied. The assumption that homo economicus describes average behav-
ior is thus not supported by the experimental findings.

Before I move on to discuss how the observation of  figure 2.3 can explain the fragility 
of social order, it is worth discussing three more observations about conditional coop-
eration:  several psychological mechanisms predict conditional cooperation, which 
makes it a highly likely pattern; conditional cooperation is externally valid; and condi-
tional cooperation predicts contributions in experimental public goods games.

Several psychological mechanisms support conditional cooperation. Conditional 
cooperation is a likely pattern of behavior because various psychological mechanisms 
predict it. I already mentioned two proximate mechanisms of strong reciprocity in sec-
tion 2—inequality aversion and a desire to match like with like (reciprocity). Numerous 
experiments suggest the existence of inequality aversion and reciprocity and I have 
already sketched the argument that these motivations can explain conditional coop-
eration. Conditional cooperation is also supported by cooperative social value orienta-
tions, where people take into account the welfare of others (Balliet, Parks, and Joireman 
2009; Van Lange et al. 2014). A further channel to support conditional cooperation is 
guilt aversion, introduced in section 3. If Alice thinks others expect her to contribute, 
she might feel guilty if she doesn’t and avoid feeling guilty she actually makes a contri-
bution to the public good; if she expects others not to contribute, she will also not feel 
guilty by not contributing herself.
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Moreover, conformism, a deep-rooted human tendency to copy other people’s 
behavior, also supports conditional cooperation. A desire to conform will lead a con-
formist to contribute if he or she thinks that is what other people will do; of course con-
formists will also free ride if that is what the majority does. This argument has found 
some experimental support (Carpenter 2004).

Conditional cooperation has external validity. Conditional cooperation is not only 
observed under laboratory conditions but also in naturally occurring environments. 
For example, field experiments demonstrate donations to public goods consistent with 
conditional cooperation (e.g., Frey and Meier 2004; Shang and Croson 2009). Rustagi, 
Engel, and Kosfeld (2010) ran experiments with forest management groups in Ethiopia. 
They employ a measure similar to that used in the experiments summarized in 
 figure 2.3 and show that groups with a high share of conditional cooperators are more 
successful in forest management (an important public good in Ethiopia) than groups 
with a higher share of free riders. A final example is tax morality, which displays the 
behavioral logic of conditional cooperation; that is, people are more likely to be honest 
in their tax declaration if they think most other people are as well (Frey and Torgler 
2007; Traxler 2010).

Conditional cooperation predicts contributions. Conditional cooperation is not only 
a phenomenon with high external validity; it is also internally valid in the sense that the 
elicited cooperation preferences predict actual play in new public goods games: people 
classified as conditional cooperators also behave as conditional cooperators in a new 
public goods game and free riders tend to contribute nothing as predicted for them 
(Fischbacher, Gächter, and Quercia 2012). Moreover, when attitudes to cooperation are 
elicited multiple times, most people fall into the same type categorization each time, 
that is, conditional cooperation and free riding are intrapersonally stable attitudes 
(Volk, Thöni, and Ruigrok 2012). This observation supports evidence that people’s 
other- or self-regarding behavior is consistent across games (Yamagishi et al. 2013).

These observations are important for explaining why social order in and of itself, 
that is, without further incentives, is inherently fragile. As  figure 2.3 shows, the aver-
age person is a conditional cooperator, but detailed analyses show that some people are 
free rider types who never contribute. Moreover, on average, even conditional coop-
erators are selfishly biased. Most conditional cooperators will make a positive initial 
contribution to the public good and then take the average contribution of the other 
group members as the new benchmark. The fact that most conditional contributors 
are also selfishly biased will induce them to contribute less than the average next time, 
and therefore cooperation will almost inevitably unravel and finally most people will 
contribute little or nothing to the public good. This prediction is consistent with the 
evidence (see  figure  2.2; Fischbacher and Gächter 2010 for a rigorous analysis; and 
Chaudhuri 2011 for a survey of this literature).

This result of the unraveling of cooperation due to selfishly biased conditional 
cooperation teaches us two important lessons. First, due to the process of condition-
ally cooperative reactions on others’ contribution, many people will eventually behave 
like a free rider (contribute little to the public good) despite the fact that they are not 
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motivated by selfishness. Second, cooperation is inherently fragile, and needs some 
support through other mechanisms to be sustainable.

One assumption I have been making so far is that people are sorted at random into 
groups, and all experiments I discussed did in fact implement random group assign-
ment. However, in reality, people can sometimes choose the social group they want to 
be in. Thus, the question is, does sorting help? The answer is a qualified yes. If people 
manage to sort into groups with strongly reciprocal conditional cooperators, then such 
groups are indeed able to maintain high levels of cooperation and can prevent its break-
down (Gächter and Thöni 2005). This observation is consistent with conditional coop-
eration: if others cooperate, conditional cooperators will cooperate too. But successful 
sorting requires that the cooperative types are indeed sorted together and are able to 
prevent free riders from entering (Ehrhart and Keser 1999) and can credibly signal their 
type (for a discussion of signaling from a law point of view see Posner 2000). These are 
quite stringent conditions that may or may not be satisfied in real social groups.

In summary, conditional cooperation is an important human motivation for 
many and, as numerous experiments have shown, a highly relevant determinant 
of social order. Thus, although conditional cooperation allows for the possibility of 
self-sustaining cooperation, it is unlikely that conditional cooperators manage to 
maintain high levels of cooperation. This is due to the existence of a substantial frac-
tion of free riders and to the fact that even conditional cooperators typically display 
some selfish bias.

5 The Determinants of Social OrderIII:  
Punishment and Other Incentives

One important lesson from the research reported in the previous section on why social 
order is fragile is that the only way a cooperator can avoid being “suckered” is to reduce 
his or her cooperation, thereby punishing everyone, even other cooperators. This raises 
the question whether targeted punishment (whereby group members can identify a 
free rider and punish him or her) actually can solve the free rider problem and pre-
vent the breakdown of cooperation. Mancur Olson, in a seminal analysis of the free 
rider problem in collective action, argued that “only a separate and “selective” incentive 
will stimulate a rational individual. . . to act in a group-oriented way.” Olson further 
noted that selective incentives “can be either negative or positive, in that they can either 
coerce by punishing those who fail to bear an allocated share of the costs of the group 
action, or they can be positive inducements offered to those who act in the group inter-
est” (Olson 1965, p. 51, emphasis in original).

But who should apply these selective incentives? One answer is that in modern soci-
eties the legal system does the punishment. However, the state with its law enforcement 
institutions is a novel phenomenon on an evolutionary time scale. For a large part of 
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human history, social order needed to be sustained without central institutions. And 
even in modern times, self-governance is often necessary in many important social 
dilemmas (Ostrom 1990).

One element of self-governance is informal sanctions as applied by other group 
members (Ostrom, Walker, and Gardner 1992; this is sometimes also called peer pun-
ishment). But the problem is that punishing is itself a public good: If Alice punishes 
a free rider who then subsequently contributes his or her share, Bill will benefit also, 
even if he has not punished (and thereby behaves as a “second-order free rider”). If Bill 
is a homo economicus he will certainly not punish if punishment is costly and has no 
personal benefit for him (which is likely in many situations), but if Alice is a homo recip-
rocans she might punish even if punishment is costly. The evidence on strong negative 
reciprocity, reported in section 2, as well as the seminal studies by Yamagishi (1986) and 
Ostrom, Walker, and Gardner (1992) suggest many people are indeed willing to pun-
ish free riders and the second-order public goods problem is actually less of an issue. 
As reasoned above, free riders who fear punishment might have a selfish incentive to 
cooperate, and higher rates of cooperation should also convince conditional coopera-
tors to keep cooperating.

Fehr and Gächter (2000) developed an experimental design to study punishment 
and cooperation in a sequence of ten one-shot (random group members—“Strangers”) 
and fixed group (“Partners”; same group members) public goods game—settings that 
correspond to different real-life interactions. The experiment proceeded as follows. 
Subjects first made their contributions to the public good, and then they entered a sec-
ond stage, where they were informed about the individual contributions of all group 
members. Subjects could assign up to ten punishment points to each individual group 
member. Punishment was costly for the punishing subject and each punishment point 
received reduced the punished subject’s earnings from the first stage by 10%.

The results support the homo reciprocans hypothesis that people are willing to pun-
ish free riders and that punishment increases cooperation. In both the Stranger and 
Partner conditions contributions increased over time—contrary to the homo eco-
nomicus prediction. There is a substantial difference in cooperation rates between 
Partners and Strangers. Partners contributed about 85% of their maximal contribution 
and Strangers about 58%. By comparison, without punishment cooperation rates under 
Partners and Strangers were 38% and 19%, respectively. The fact that in the presence of 
punishment opportunities contributions even increased over time in a Strangers set-
ting is particularly astonishing.

What explains the difference in cooperation between the Partners and Strangers 
condition? One likely channel is that at the cooperation stage within stable groups 
an interaction effect exists between the availability of punishment and strategic reci-
procity (reciprocity that is also in the self-interest of a free rider due to the repeated 
nature of the interaction). Repeated interaction and punishment are complementary 
instruments to stimulate contributions. If only direct reciprocity is possible, coop-
eration collapses. If only punishment is possible but groups are formed randomly 
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and hence direct reciprocity is not feasible, cooperation is stabilized at intermediate 
levels.

A theoretically interesting benchmark case of the Stranger condition is a situation 
where the likelihood of future interaction is zero, that is, groups interact only once in 
the same constellation. This situation is interesting, because evolutionary theories of 
cooperation (see Rand and Nowak 2013 for a succinct summary), predict no coopera-
tion in this case. Therefore, Fehr and Gächter (2002) set up a so-called perfect stranger 
design where in each of the six repetitions all groups are composed of completely new 
members, and participants are aware of this. The results show again that cooperation 
increases over time when punishment is available.

The experiments of Fehr and Gächter (2000) and Fehr and Gächter (2002) also had a 
setting where subjects first played a condition with punishment and were then told that 
in a new condition the possibility of punishment would be removed. Again, the results 
show that punishment leads to high and stable cooperation rates. But when punish-
ment is removed, cooperation collapses almost immediately and dwindles to low lev-
els. This suggests that a cooperative benchmark is not enough to support cooperation if 
not supported by the possibility of punishment.

While cooperation differs strongly between Partner, Stranger, and Perfect Stranger 
conditions, punishment patterns are qualitatively and even quantitatively similar 
across rounds: the more a group member deviates from the average contribution of his 
or her group members the higher is the punishment that he or she will receive. These 
observations are remarkable given that cooperation levels differ strongly between con-
ditions. The fact that strong reciprocators punish even under Perfect Stranger condi-
tions and that this punishment induces free riders to increase their contributions 
makes punishment altruistic: the punisher only bears the costs of punishment, and 
because under Perfect Strangers the punisher will not meet the punished group mem-
ber again, the benefits of increased cooperation accrue solely to the future group mem-
bers of the punished subject.

The experiments I have discussed so far force participants by way of experimental 
design into a condition where punishment is or is not available. What do people choose 
if they have a choice between being subjected to a condition where punishment is avail-
able and one where punishment is ruled out? Gürerk, Irlenbusch, and Rockenbach 
(2006) studied this question and got an interesting result. Initially, people opt for the 
no-punishment environment, but soon they experience the problems of free riding. 
This experience changes their preferences and after a few more rounds the majority 
prefers an environment with punishment.

The proximate mechanisms behind altruistic punishment give an indication why 
punishment is not a second-order public good in practice. Punishment seems to be an 
impulse triggered by negative emotions and not much by forward-looking consider-
ations (e.g., Casari and Luini 2012).

By now, there has been a lot of experimental and theoretical work on punishment 
and its effectiveness to stimulate cooperation. This literature is too voluminous to dis-
cuss here and I refer the interested reader to relevant surveys (Sigmund 2007; Gächter 
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and Herrmann 2009; Balliet, Mulder, and Van Lange 2011). I concentrate on five issues 
that are most relevant for my present purpose: the role of the severity of punishment 
and costs of punishment for the success of cooperation; punishment as a mere threat; 
imperfect observation and errors; institutionalized punishment; and incentives pro-
vided by rewards and reputation.

Severity and costs of punishment. The monitoring frequency and the severity of 
inflicted punishment matter for the effectiveness of punishment to stabilize (or 
increase) cooperation (Egas and Riedl 2008; Nikiforakis and Normann 2008). The 
more severe punishment is for the punished subject per unit of received punishment 
the higher are contributions. Although punishment is to a large extent nonstrategic, it 
follows cost-benefit considerations in the sense that punishment is less likely used the 
more costly it is for the punisher (e.g., Anderson and Putterman 2006). The fact that 
the level of cooperation corresponds to the severity of punishment suggests that low 
contributors respond strategically to the expected harm of punishment. If severe pun-
ishment is expected, free riders are deterred and cooperate. That is, although not proso-
cially motivated, expected strong negative reciprocity can induce a selfishly motivated 
person to behave like a cooperator. Experiments by Shinada and Yamagishi (2007) also 
confirm the argument that increased cooperation by free riders through punishment 
strengthens the resolve of conditional cooperators to cooperate.

Punishment as a mere threat. One important characteristic feature of punishment 
is that it might not be used very often if people anticipate punishment and therefore 
try to avoid it through appropriate action. This is how law enforcement works in many 
instances. In the case of contributions to a public good, punishment is not necessary if 
people contribute at high levels and punishment might therefore simply act as a deter-
rent. This argument requires that punishment be a credible threat, that is, punishment 
indeed occurs if contributions are too low. If punishment is credible, then in equilib-
rium it will not happen very often. The existence of strong reciprocators suggests that 
some people are indeed willing to punish free riders, so punishment should be credible. 
After having received punishment, free riders typically increase their contributions, so 
punishment has the desired behavioral effect. But can punishment also work as a mere 
threat?

To study the question whether punishment can also work as a mere threat, Gächter, 
Renner, and Sefton (2008) extended the experiment to fifty periods. This should give 
plenty of time to establish punishment as a credible threat, and later on as a mere threat 
with very little actual punishment necessary to sustain high and stable contributions.

Figure 2.4 depicts cooperation with and without punishment. In the latter condition, 
cooperation is modest and slowly dwindling to low levels. In the condition with pun-
ishment cooperation approaches very high levels quickly. Consistent with the threat 
effect, punishment frequency is relatively high in the early phase of the experiment but 
approaches very low levels (less than 10%) in the second half of the experiment. Thus, 
punishment can exert its power as a mere threat effect, yet the threat has to be there. If 
punishment is impossible, cooperation breaks down.
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Imperfect observation and errors. All experiments I have discussed so far assume that 
all contributions are perfectly observable and no errors occur. This is quite unrealistic, 
and an important line of research investigates the consequences of imperfect observ-
ability and errors on punishment, cooperation, and overall efficiency of interactions. 
One way to model errors is to allow only for binary decisions: contribute or not (e.g., 
Ambrus and Greiner 2012). An error occurs if a contribution is actually registered as 
a noncontribution with a certain probability. If people apply the legal principle that 
punishment should only be used if the true act is known, little punishment of noncon-
tributions should occur. However, a typical finding is that people punish too much and 
falsely hit a contributor too often with the consequence that punishment is less effective 
in stimulating cooperation than under perfect error-free observability of contributions 
(Bornstein and Weisel 2010; Grechenig, Nicklisch, and Thöni 2010). See Grechenig, 
Nicklisch, and Thöni (2010) for a discussion of the relevance of these findings from a 
legal science point of view.

Institutionalized punishment. The evidence I have discussed so far is all based on peer 
punishment. These experiments reveal two things: people get angry about free riders 
(see section 4) and this anger induces some people to punish free riders; that is, punish-
ment reflects punitive sentiments. Given that punishment is expected, self-regarding 
people now have an incentive to cooperate. Modern lawful societies channel punitive 
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sentiments into laws and a formal, institutionalized sanctioning system, which provide 
incentives to cooperate.

What matters from the point of view of a self-regarding individual is the expected 
cost of free riding. The presence of peer punishment might make cooperation worth-
while, but so can incentives provided by other mechanisms. For example, O’Gorman, 
Henrich, and Van Vugt (2009) and Baldassarri and Grossman (2011) studied cen-
tralized punishment by one group member and found it quite effective. Centralized 
punishment can even be effective if it is not deterrent (Engel 2013). Falkinger and coau-
thors (2000) showed that an exogenously given tax-subsidy mechanism induces peo-
ple to cooperate in line with theoretical predictions about how the incentives should 
work. Another line of research, dating back to a seminal paper by Toshio Yamagishi 
(1986), showed that people are also willing to contribute to a “punishment fund” 
(think of funding law enforcement through people’s taxes) to punish lowest contribu-
tors. Comparing (the evolution of) peer punishment and pool punishment has trig-
gered theoretical investigations (Sigmund et al. 2010) and is also an important topic of 
experimental research (e.g., Traulsen, Röhl, and Milinski 2012; Zhang et al. 2014).

In the remainder of this section, I discuss briefly two mechanisms other than pun-
ishment that have also proved effective in supporting cooperation. The mechanisms 
I will consider are rewards; and indirect reciprocity and the role of a good reputation.

Rewards. Because punishment is successful in increasing cooperation (under perfect 
observability), an intuitive question is whether rewards can also sustain cooperation. 
Punishment, whenever it is used, has the disadvantage that it is costly for the punisher 
as well as for the punished person (i.e., punishment is inefficient because resources are 
destroyed). Rewards do not have this disadvantage. They might be costly too for the 
rewarding person, but if the benefits of the reward at least cover the costs, rewards are 
not inefficient.

Most experiments model rewards analogously to punishment: after group members 
have made their contributions, they are informed about each contribution made and 
can then allocate reward points to the target group member. One reward point costs 1 
money unit and the rewarded group member then gets, depending on the experiment, 
one or more money units as an additional payment. The results suggest that this mecha-
nism can also stimulate contributions, in particular if the rewarded individual receives 
more than what it costs to reward (Sefton, Shupp, and Walker 2007; Rand et al. 2009; 
Sutter, Haigner, and Kocher 2010). For example, in experiments comparable to Gächter, 
Renner, and Sefton (2008) summarized in  figure  2.4, Rand and coauthors (2009) 
showed that achieved cooperation levels were as high as those under punishment.

It is important to notice that there is a fundamental asymmetry between punish-
ments and rewards: rewards have to be used to be effective, whereas under punishment 
a credible threat can suffice ( figure 2.4). Thus, punishment can be very cheap, whereas 
rewards will be costly. Moreover, in a context of law enforcement rewards are typically 
the exception and threats of punishment the norm.

Indirect reciprocity and reputation. Humans keenly care about their reputation. 
Why? The mechanism of indirect reciprocity (Nowak and Sigmund 1998) provides 
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an important likely channel. People not only help those who helped them (direct 
reciprocity) but might also help those who helped others. Thus, if one has a reputa-
tion of helping others, one might receive more help as well, and it pays to be a coop-
erator. Experimental evidence supports this theoretical argument (e.g., Milinski, 
Semmann, and Krambeck 2002). Relatedly, people’s concerns to be held in good 
esteem can stimulate prosocial behavior (e.g., Ariely, Bracha, and Meier 2009). 
Evidence for the success of reputation-based incentives is not restricted to the lab. 
For example, a recent field experiment showed that a concern for good reputation 
can help in energy conservation, which is an important public good in the real world 
(Yoeli et al. 2013).

6 Rule of Law and Self-Governance of 
Social Dilemma Problems

The research I have presented so far has mostly been conducted in a few Western soci-
eties, such as the united States, Britain, and Switzerland. How representative are these 
societies when making claims or inferences about human nature? According to an 
influential study by Henrich, Heine, and Norenzayan (2010) there is substantial het-
erogeneity in human behavior across the many societies on this planet that makes the 
Western societies look like outliers. Does this also hold for the behavioral patterns 
reported in this chapter?

The existence of strong positive and negative reciprocity has been shown in many 
societies around the world (Henrich et al. 2005; Henrich et al. 2006). Herrmann, Thöni, 
and Gächter (2008) conducted a series of public goods experiments without and with 
punishment in fifteen quite different large-scale societies around the world (such as the 
united States, Turkey, China, Saudi Arabia, and England; see  figure 2.5). They uncov-
ered three important findings relevant for the present topic. First, without punishment 
cooperation breaks down everywhere ( figure 2.2). Second, with punishment, it turns 
out that people punish free riders very similarly across the fifteen societies. In stark 
contrast, there is substantial cross-societal variation in antisocial punishment, that is, 
punishment of people who contributed to the public good by people who contributed 
less than the group member they punish. Third, there is a very large variation in coop-
eration levels achieved and, due to antisocial punishment, cooperation does not always 
raise contributions compared to the condition without punishment. Figure 2.5A illus-
trates the cooperation levels achieved and their relation to antisocial punishment.

The results by Herrmann, Thöni, and Gächter (2008) provide us with an important 
caveat on the power of punishment to stimulate prosocial cooperation. Punishment only 
increases cooperation if it is targeted towards free riders exclusively; antisocial punish-
ment is a huge impediment to successful cooperation. Relatedly, punishment can only 
stimulate cooperation if it does not trigger counterpunishment (e.g., Nikiforakis 2008).
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The Herrmann, Thöni, and Gächter (2008) study reveals another relevant finding, 
namely that the severity of antisocial punishment in a society is linked to the Rule of 
Law in that society. The Rule of Law indicator is a governance indicator developed by 
the World Bank to measure how well private and government contracts can be enforced 
in courts, whether the legal system and police are perceived as being fair, how impor-
tant the black market and organized crime are, and so on (see Herrmann et al. 2008 for 
details). Figure 2.5B illustrates how the Rule of Law is linked to antisocial punishment 
observed in a given society.

The results are quite striking. The Western societies all have a high Rule of Law index 
value, and there is also very little antisocial punishment observed in these societies. 
The variation in antisocial punishment increases substantially once the Rule of Law 
index falls below 1 (the theoretical range is between −2.5 and +2.5).

The significance of this finding is twofold. First, the fact that experimentally mea-
sured behavior is correlated to societal measures suggests that the societal background 
has an influence on behavior. The studies by Henrich and coauthors (2005), Henrich 
and coauthors (2006) and Henrich, Ensminger, and coauthors (2010) suggest such an 
influence based on the organization of the small-scale societies where they conducted 
their research. The Herrmann, Thöni, and Gächter (2008) findings show that societal 
background also matters for developed, large-scale societies. Second, and more impor-
tantly for present purposes, the negative correlation of antisocial punishment and the 
quality of the Rule of Law in a society suggests that a high-quality law enforcement 
system (which can be interpreted as a high degree of institutionalized cooperation) 
will also limit antisocial punishment and thereby an important inhibitor of volun-
tary cooperation. Good institutions make for good self-governance of people who 
manage to cooperate with one another and who limit punishment to those who fail to 
cooperate.

7 Summary and Concluding Remarks

In this chapter I have provided from two decades of behavioral economics research evi-
dence that, rather than being selfish as is assumed in the homo economicus paradigm, 
many people are strong reciprocators, who punish wrongdoing and reward kind acts. 
However, a sizable minority of people is best characterized as selfish. My main focus 
has been on determinants of social order, which I have construed as a social dilemma 
where individual incentives are not aligned with collective benefits.

I have argued that from the perspective of the behavioral science of cooperation, and 
in particular strong reciprocity, social order has three important determinants:  the 
strength of internalized norms of prosocial behavior, the behavior of other people, 
and the threat of punishment or the presence of other incentives to curb selfishness. 
Looking at the many results in synthesis suggests the following big picture: many peo-
ple are motivated by character virtues such as honesty and trustworthiness; they think 

 



54   SIMON GÄCHTER

that free riding is morally blameworthy; they feel guilty if it turns out that others con-
tributed more to the public good than them; they are angry at the free riders; and they 
experience some warm glow by contributing to the public good. However, all research 
shows that people are also very strongly looking at the behavior of others to determine 
their behavior. Since a sizable number of people are free riders and even many condi-
tional cooperators have a selfish bias, cooperation in randomly assembled groups is 
inherently fragile. Cooperation can only be sustained under the strong requirement 
that only highly cooperatively inclined people are matched and able to exclude free 
rider types. under more realistic conditions, stable prosocial cooperation requires 
some incentives, most notably punishment, where often a credible threat suffices to 
keep free riding at bay.

Notice that the three determinants of social order are also linked. If norms are strong 
and induce many people to cooperate, then the psychology of conditional cooperation 
will induce many people to cooperate as well. However, because a sizable minority 
of people is not motivated by normative considerations but only by own gain, norms 
appear a rather weak determinant of social order because conditional cooperators will 
only cooperate if others do as well. In other words, the psychology of conditional coop-
eration appears to be the stronger behavioral force than normative considerations and, 
as a consequence, cooperation will be fragile. This conclusion follows from three sepa-
rate observations I recorded in this chapter: (1) character virtues and normative con-
siderations including feelings of guilt if others behave more cooperatively matter for 
many people ( figure 2.1); (2) conditional cooperation is an important motivation for the 
average person ( figure 2.3) and (3) cooperation nevertheless almost inevitably breaks 
down if not backed up by incentives ( figure 2.2). Punishment (like other incentives) has 
the dual advantage that it induces the free rider types to cooperate and thereby con-
vinces the conditional cooperators to maintain their cooperation.

I conclude this chapter with some remarks on future research. Of the three deter-
minants of social order the first determinant (the role of norms, moral judgments, 
and emotions such as guilt for cooperation) is the least well understood determinant 
of cooperation. More research is necessary to understand people’s normative con-
sideration and to what extent this influences their behavior. With regard to the sec-
ond determinant (conditional cooperation) an important open question is gaining a 
complete picture of proximate mechanisms that determine conditional cooperation 
including gauging their relative importance. The third determinant (punishment 
and other incentives) is the best-understood determinant. Open questions are find-
ing explanations for antisocial punishment and how antisocial punishment is causally 
related to the Rule of Law ( figure 2.5). A further underresearched topic is the role of 
institutional punishment in successful cooperation, in particular in comparison with 
peer punishment and when considering the role of errors and imperfect observability. 
Finally, an important topic for future research is to understand how exactly the three 
determinants are linked and how the three determinants work in naturally occurring 
settings.
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CHAPTER 3

MOR A L J U DGM EN T

JONATHAN BARON

1 History of Moral Judgment Research

Moral judgment is at the heart of legal judgment. It affects the interpretation of laws 
in specific cases, the creation of laws, and public support for them. Moral philosophy 
and legal philosophy have large areas of overlap, to the point where they may often be 
confused. Psychology has studied moral judgment since the nineteenth century, as 
have other social sciences.

1.1 Piaget and Kohlberg

Perhaps the most important historical influence today is the tradition begun by Jean 
Piaget (1932). Piaget was interested in what we now call the cognitive development of 
children, but he called it “genetic epistemology”. The term “genetic” referred to genesis, 
that is, development, rather than inheritance.

His method was to interview children about hypothetical situations and ask fol-
low up questions. For example, he asked them about the game of marbles, as an anal-
ogy to social rules. He asked who made the rules, and whether they could be changed. 
Younger children thought that the rules could not be changed.

Piaget’s view was that (to paraphrase thousands of pages in a few words) children 
develop through an inevitable process of interaction with their environment. For 
moral judgment, this was the social environment.

This view may be compared to two alternatives on either side. One is that people are a 
blank slate and will learn from their environment, whatever it is. Piaget would dispute 
this in part because he would argue that the kinds of interactions are predetermined by 
the nature of the situation and are thus not so flexible. It is therefore possible to make 
generalizations about development that hold across cultures.
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The other alternative view is that moral judgments are literally genetic in the bio-
logical sense, determined by “cognitive modules” that are the result of natural selec-
tion (e.g., Haidt & Joseph 2004; Mikhail 2011). Such an account is always possible, but 
critics note that humans have had very little time for natural selection to work on spe-
cific moral rules. We might think that such selection might require language to exist 
already. Although it is easy to tell a story about how any particular moral principle 
could have been adaptive at some point in human prehistory, it is so difficult to test such 
assertions that they are almost unscientific. Moreover, such accounts are not needed. 
I will ignore evolutionary accounts in this chapter. My own view is broadly Piagetian.

Piaget’s cognitive theory was extended by Lawrence Kohlberg (1963; Colby & 
Kohlberg 1987), who used the same interview methods, but much more systemati-
cally, with objective scoring systems and rules. A typical Kohlberg dilemma concerned 
whether Heinz should steal a drug to save his wife’s life, when the inventor of the drug 
refused to sell it for what Heinz could afford to pay.

Kohlberg’s theory had three levels, with two stages in each. Levels 1 and 2 were 
characterized by a failure to make a certain distinction in moral judgment. At level 
1, children fail to distinguish morality from self-interest. When asked whether some 
behavior is wrong, they reply by noting whether it is likely to be punished, or come back 
to haunt the actor in some other way: “Heinz should save his wife so she could cook for 
him”; or “Heinz should not steal the drug because he would be put in jail.” At the level 
2, children fail to distinguish morality and social convention. They appeal to social 
norms or law (civil law or religious law) to justify their judgments: “A good husband 
would steal it”; or “Theft is a sin”. At level 3, people distinguish between convention and 
morality and can use moral judgments to criticize law or social norms, for example, by 
arguing that it is sometimes justified to break a law that is too strict.

Research using Kohlberg’s scoring methods found that development through the 
stages was affected by opportunities to reflect on moral issues. More interestingly, 
although Piaget generally felt that the kinds of cognitive development he studied were 
complete by the time of adolescence, Kohlberg and his colleagues found that devel-
opment to the highest level occurred in a minority of adults in developed countries, 
and in almost no adults in countries without extensive educational systems. Thus, for 
Kohlberg, much of the world did not think that laws and social norms are subject to 
reasoned criticism.

Elliot Turiel (1983) argued that Kohlberg’s interview methods gave too little credit to 
young children. When he posed direct yes/no questions to them, he was able to show 
that even most five-year-olds could distinguish morality from convention. For exam-
ple, children said that it was wrong to push another child out of a swing, and that it 
was wrong for a boy to wear a dress to school. But, when asked whether it would still 
be wrong if everyone thought it was OK, they said yes for pushing but no for wearing a 
dress. Turiel’s distinction has come to be called “authority independence” and is now 
taken as a way of distinguishing true moral judgments from judgments based on con-
vention (e.g., Royzman, Leeman, & Baron 2009).
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Turiel’s results illustrate a general principle of cognitive development (Flavell 1971). 
Development of a distinction such as that between morality and convention (or length 
and number) occurs gradually, possibly over many years. During the period of devel-
opment, children will pass “easier” tests of knowledge of the distinction but fail harder 
ones. Turiel’s yes/no measures were easier to pass than Kohlberg’s interview measures.

Yet it turns out that Kohlberg might have been correct about the sequence and about 
cultural differences. Haidt, Koller, and Dias (1993) used Turiel’s methods to assess 
moral judgment in groups different in age and (expected) educational level in Brazil 
and the united States. (Expected educational level was the typical education that chil-
dren would receive later.) Some items were intended to be both harmless and offensive, 
such as “A family’s dog was killed by a car in front of their house. They had heard that 
dog meat was delicious, so they cut up the dog’s body and ate it.” In general, Brazilian 
children and American children with low education or educational expectation did 
not make the moral/conventional distinction, even with yes/no measures like those 
used by Turiel.

A special contribution of the line of research that began with Piaget is its empha-
sis on the relation between moral judgment and general cognitive development, such 
as the idea of making more relevant distinctions with greater cognitive maturity. An 
important contribution of Kohlberg is the suggestion that most adults are not fully 
cognitively mature. The claim of incomplete development is perhaps an optimistic ver-
sion of the more general claim that adults show cognitive biases and that these biases 
affect moral judgment along with other judgments and decisions, as discussed later.

1.2 Equity Theory and Economic Games

Another historical source of current research on moral judgment comes from the 
study of moral behavior, specifically, of motives to be fair. According to equity theory 
(Walster, Walster, & Berscheid 1978), people desire to see that outcomes are just or equi-
table. Because of this desire, people try to restore equity when outcomes are inequita-
ble. They therefore reward those who have been underrewarded and punish those who 
have been overrewarded. They do this even when they must sacrifice some of their own 
reward. For example, when subjects in experiments are overpaid, they tend to work 
harder in the next experiment, as if they want to make their overpayment fair.

More interestingly, when people cannot restore equity, they try to deceive themselves 
into believing that the winners deserved to win and the losers deserved to lose. For 
example, they will ascribe negative personality traits to a person who is badly treated, 
but only when they cannot help the victim (Lerner & Simmons 1966). Thus, the subjects 
“derogated the victim” only when they could not restore equity themselves. Lerner and 
Simmons suggest that we desire to believe that the world is orderly and fair, lest we fear 
that we ourselves will become victims of unfairness. This “just world” hypothesis has 
been supported by many other experiments (Lerner & Miller 1978).
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The field of experimental economics has rediscovered motives for fairness and has 
put them in a different context, that of economic theory ( chapter 2 by Gächter in this 
volume). In a dictator game, one subject—the dictator—is asked to divide an amount 
of money between herself and another subject. The other subject has no choice about 
whether to accept the offer or not; hence, the first subject is the “dictator.” In one 
version of this game, Kahneman, Knetsch, and Thaler (1986a) asked each student in 
a class to divide $20 with an anonymous other student in the same class. There were 
only two options: an equal division of $10 each, and an unequal division of $18 for 
the “dictator” and $2 for the other. Out of the whole group of subjects, 76% divided 
the money equally. In a second part of the experiment, some subjects made a second 
decision about whether to pay a dollar in order to punish a student who had cho-
sen the $18 option, leaving a third student (not the subject) with $2. The punishment 
deprived the unfair student of additional money. Most student given this choice were 
willing to give up $1 for this purpose. In sum, subjects are, once again, willing to 
sacrifice their narrow self-interest for the sake of fairness, specifically for the punish-
ment of prior unfairness toward others.

Another case in which subjects sacrifice narrow self-interest in order to punish 
unfairness is the ultimatum game. Suppose you are told that you and a student in 
a different class have a chance to divide up $10. The other student, the offerer, will 
offer you some part of the $10. If you, the receiver, accept the offer, you will get the 
amount offered, and the offerer will get the rest. If you reject the offer, you will each 
get nothing. Would you accept an offer of $5? $2? 1 cent? Offers much below $5 are 
often rejected. The receiver prefers to see both subjects get nothing rather than toler-
ate such unfairness. The receiver therefore is willing to sacrifice in order to punish 
unfairness. (This is the negative side of fairness motivation, the desire to hurt others, 
even at one’s own expense, in order to restore equality.) Notice that if receivers were 
concerned only with their self-interest, they would accept an offer of 1 cent, and the 
offerers, knowing that, would offer only 1 cent. Most offerers offer $5, or only a little 
less—perhaps out of a desire for fairness, perhaps out of fear of rejection, perhaps for 
both reasons (Thaler 1988).

In sum, people desire to see fairness. They often try to bring about fairness, even if 
they must sacrifice to bring it about. When they cannot bring it about, they often try to 
deceive themselves into thinking that things are fair. Although most of these experi-
ments are about behavior, and this chapter is about judgment, it should be noted that 
judgments what is right are generally consistent with what people do (e.g., Eichenberger 
& Oberholzer-Gee 1998).

1.3 Intuition and Experiments in Philosophy

Philosophers, legal scholars, judges, and moral theologians have for centuries used 
their own intuitive judgments as the basis for drawing conclusions about morality, 
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although they did not always admit that they were doing this. Noam Chomsky 
(1957) inspired more reflection about the role of intuitions when he explicitly set 
out to make his own intuitions the basis for developing a theory of linguistic syn-
tax. He limited the relevant intuitions to those concerning whether a sentence was 
grammatical or not, so that, famously, “Colorless green ideas sleep furiously” was 
counted as a grammatical sentence, but it would not be grammatical without the 
verb “sleep.” In contrast to many philosophers, he argued that a theorist must be 
willing to reject occasional intuitions that were inconsistent with an otherwise 
highly coherent theory. John Rawls (1971) applied Chomsky’s approach to moral-
ity, arguing that the moral theorist must strive for “reflective equilibrium” between 
theory and data—the data being the intuitions, some of which might have to be 
declared incorrect.

Chomsky was after an essentially psychological account of the human capacity for 
language. He was not concerned with an ideal theory of what language should be, but 
rather with a theory of what it was. But Rawls is usually interpreted as claiming that 
he was after a truly normative theory of morality, a theory of what it should be. Yet his 
methods were those that would yield a theory of moral judgment without telling us 
anything about whether our theory-consistent judgments should be followed in any 
given case. And in fact it is difficult to find in A Theory of Justice (Rawls 1971) a clear 
statement that the result was anything but a psychological theory of our concept of 
justice. (That said, Rawls did argue that our natural conception of justice limited the 
possible political and legal systems that could be stable, but this argument seems to me 
to be an open empirical question.)

Despite such concerns, many philosophers have assumed that Rawls’s approach 
is a legitimate method for discovering the moral truth, in whatever sense it can be 
said to exist. In an important essay, Greene (2007) summarizes the case against the 
use of intuition in any way. Greene points out that intuitive judgments are known 
to be distorted by various biases, in clear cases when there is a normative right 
answer, so we should not trust these intuitions as a path to discovering the right 
answer itself. And the theory that could develop from our own intuition might 
simply ref lect common cultural and historical inf luences, such as Christianity 
(Singer 2005).

Recently a number of philosophers have started to do experiments because they 
think that these experiments will help solve philosophical problems (Knobe & Nichols 
2008). The experiments are much like those described in the next subsection. Although 
such experiments may be better in some ways than one philosopher relying on just 
her own intuitions (but worse in other ways, such as the difficulty of communicating 
the exact question to nonphilosophers), this approach is controversial for many of the 
same reasons that any use of intuition is controversial.

Much less controversial is the use of experimental methods by philosophers not so 
much as input to philosophical analysis but rather as illustrations (e.g., Bicchieri 2006), 
often contributing to psychology itself.
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1.4 Moral Heuristics and Biases

Greene’s (2007) view leads naturally to the possibility of approaching moral judg-
ment within the heuristics-and-biases framework described in  chapter 1 by Baron 
in this volume. In order to apply this framework, we need a normative theory of 
moral judgment, a standard for how we define the right answer to hypothetical 
moral questions, or the right choices in economic games. Then we look for biases 
and ultimately ask how we might improve judgments or decisions according to the 
standard.

This approach was (to my knowledge) first applied explicitly by Ritov and Baron 
(1990) and Spranca, Minsk, and Baron (1991), and defended more generally by Baron 
(1994). The studies in question were concerned with the distinction between acts 
and omissions. For example, Spranca, Minsk, and Baron asked subjects to compare 
two endings to a story, in which Ellen had decided to lie to the police to protect her 
friend. In one ending, Ellen lied. In the other, she was about to lie when she realized 
that the police had decided incorrectly that her friend was innocent, and she fails to 
correct their false belief. Subjects were asked to compare Ellen’s morality in the two 
endings. Although many subjects thought she was equally wrong in both cases—
given that her intent was the same and the outcome, which she could easily have 
prevented, was the same—others thought that she was more wrong in the first cases, 
where she acted.

Ritov and Baron (1990) asked about giving a vaccine that would prevent a disease but 
would cause side effects that were equivalent to the disease in some smaller number of 
people. Failing to give the vaccine was a harmful omission, which was more harmful 
than the act of vaccinating, yet many subjects favored not vaccinating. This problem 
was presented as a personal decision and as a policy decision, with essentially the same 
results. The policy decision could be considered moral. The authors did not distinguish 
moral and personal decisions, but simply assumed that they were both subject to the 
same bias, which they called “omission bias.”

2 Utilitarianism as a Normative 
Theory

In saying that the result demonstrates a bias, we implicitly assumed a normative model, 
which in this case implied that the optimal response was to minimize the overall harm. 
This conclusion is implied by a utilitarian theory, but it may be disputed by other theo-
ries, for example, theories that disparage harming some people as means to help other 
people. Those who are harmed by the vaccine can be seen as means in this way.

In the rest of this chapter, I  shall assume a utilitarian view as normative. I have 
defended this theory elsewhere (Baron 1993a, 1996, 2006, 2008), and others have 
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defended it with great depth and sophistication (Hare 1981). But I shall make a few 
comments on the general strategy.

One is that researchers may have to take sides in philosophical disputes, in order to 
make a claim of bias or systematic error. We cannot, for example, always rely on experi-
mental methods such as “framing effects” to avoid such commitments (Baron 1994). 
Framing effects exist when different descriptions of the same situation yield different 
judgments. Yet the criterion of the “same situation” often begs philosophical questions; 
specifically, it is usually understood as meaning that the consequences are the same. 
But consequentialism itself is a controversial moral theory, so it must be defended 
explicitly if any consequentialist theories are to be taken as normative.1

Other investigators have taken the same approach while at the same time not com-
mitting themselves as to the normative status of utilitarianism. They regard it as an 
interesting model for psychological purposes. utilitarianism says that the best option 
is the one with the best overall consequences, and it is of interest to know why people 
sometimes judge some other option to be better, even if the answer is that they are fol-
lowing the truly correct moral theory. I have argued that this noncommittal approach, 
in combination with one other assumption, has substantial value. The additional 
assumption is that people’s judgments about what is morally best lead to choices that, 
to a large extent, accomplish what the people intend them to accomplish. Thus, if we 
want to understand why things do not always turn out for the best, one possible answer 
is that people are trying to do something else, and to some extent succeeding. It may be 
that the “something else” is to follow a better moral theory, but then at least we learn the 
price we pay, in terms of consequences, for morality.2

utilitarianism is a theory about decision-making. It tells us what to choose, when 
we are choosing between options that affect many people. Sometimes the utilitar-
ian prescription will conflict with the prescription of what decision best serves our 
self-interest. These are, I think, two different questions.3 Similarly, the simple form of 
the theory does not distinguish such concepts as “permitted,” “forbidden,” “duty,” and 
“supererogation” (beyond the call of duty). These make sense in the law, but not in the 
simplest form of utilitarian theory, which answers only one question: when faced with 

1 Consequentialism is the claim that only consequences matter in evaluating options. 
utilitarianism is a form of consequentialism in which it is also claimed that we can evaluate 
overall consequences by adding up effects on different people. The vaccination example requires 
utilitarianism, since it involves adding up effects over different numbers of people. Consequentialist 
theories, and different versions of utilitarianism, may differ in how consequences are evaluated. 
Modern forms of utilitarianism, such as that of Hare (1981), generally think of utility in terms of 
something like degree of satisfaction of “preferences” (a term that requires further definition).

2 The assumption that we are likely to get what we try to get is needed to block another argument, 
often made for forms of rule utilitarianism, which is that the best consequences, by a utilitarian 
standard, are actually achieved when people try to do something else. To me this alternative seems 
more plausible when applied to interpersonal interactions, where things like loyalty and love may be 
more important than anything else, but highly implausible in the context of law and public policy, 
which is, as it happens, the context of many experiments in this field.

3 But see Baron & Szymanska (2010) for a discussion of one way to think about this conflict.
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options for a choice that affects several people, which one is best? Of course, utilitarian-
ism can be applied to decisions about the law itself, as Bentham did.

What is called “welfare economics” overlaps with utilitarianism. This form is often 
used, to varying degrees, in discussions of the economic analysis of law (e.g., Shavell 
2004). The main characteristic of this approach is that it allows the possibility of inter-
personal comparisons of “welfare,” which can be understood as the sort of utility that 
various forms of utilitarianism seek to maximize. Some forms of welfare economics 
depart from the assumption that utilities can be added up without any transformation 
(e.g., Adler 2012), but that assumption typically has very little effect on the analysis of 
laws themselves (Shavell 2004).

2.1 Relation to Expected Utility

utilitarianism is closely related to expected-utility theory, the standard normative 
model for individual decisions under uncertainty. As a result, parallels are possible 
between research on biases in decisions that affect others and biases in decisions that 
affect only the self.

Specifically, when a group of people all face the same decision, then the two mod-
els clearly dictate the same choice. For example, suppose each of 1,000 people faces a.2 
probability of some disease without vaccination, but the vaccine causes an equally seri-
ous disease with a probability of.1. The best decision for each person is to get the vac-
cine. If everyone gets the vaccine, then we expect that 100 will get the disease caused by 
the vaccine, instead of 200 getting the other disease. Suppose that a policymaker could 
decide whether to give the vaccine to everyone or not. The vaccine would maximize 
each person’s utility. But omission bias would lead to the opposite choice. For an indi-
vidual, we would usually not call this a moral decision or a moral principle. Nobody 
else is involved. But a policymaker might find it immoral to harm others through 
action. She might try to follow a rule such as “Do no harm (through action).” Omission 
bias has been observed in decision for both self and others (e.g., Ritov & Baron 1990).

2.2 Conflicts with Intuition

Empirical researchers study conflicts between moral theories and moral intuition. If 
only because people have different intuitions, no moral theory can capture them all. 
But conflicts between intuitive moral judgments and utilitarian theory are of interest 
not only to empirical researchers but also to philosophers, who debate the proper role 
of intuition in evaluation and construction of normative moral theories (e.g., Rawls 
1971; Hare 1981; Greene 2007).

utilitarian philosophers have offered a number of suggestions about why utilitari-
anism often conflicts with moral intuition, particularly Hare (1981, especially ch. 8). 
Examples of cases that inspire such intuitions are whether a mother should save her 
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son in an airplane crash, in preference to a world-famous surgeon who would go on to 
save many others; and whether an emergency-room doctor should kill a vagrant who 
wanders in to get warm, in order to save five other people from immediate death by 
transplanting the vagrant’s organs.

Hare (and others) argue that our moral intuitions are not designed for such unlikely 
situations and that they serve us well most of the time. The utilitarian answer may 
be correct, but the intuitions may be too strong for us to accept it. Moreover, such 
strong intuitions may be part of a good utilitarian character. It may be very difficult to 
induce people to feel strongly about morality yet at the same time be willing to make 
exceptions for such unusual special cases. And the apparent utilitarian answer may 
not be the best utilitarian answer, which may take into account the effect of choices on 
others.

Last but not least, when we face such unusual situations in real life, and we think 
we know the utilitarian right answer, we should, if we are good utilitarians, also con-
sider the probability that our perception is incorrect, which can sometimes be quite 
high. Most adulterers and terrorists think that their behavior serves the greater good 
(that their spouses will not find out and thus will not suffer harm, or that a massa-
cre of noncombatants will bring on utopia), yet they might temper their judgments if 
they considered that practically every adulterer and terrorist before them has thought 
the same thing, and in hindsight most of them have been wrong. People faced with 
unusual hypothetical situations might carry over such caution without fully knowing 
where their caution comes from.

Such arguments as these serve as warnings to those researchers who would want to 
label apparent nonutilitarian intuitions as biases, relative to the utilitarian normative 
theory itself. People who give the wrong utilitarian answer about whether to give a vac-
cine, or whether to punish the innocent in order to deter others, may be responding on 
the basis of rules that can be justified by utilitarianism itself. What they may (or may 
not) lack is understanding of that justification.

3 Protected (Sacred) Values (PVs)

I now turn to a discussion of possible biases in moral judgment, from the perspective 
of utilitarianism as a normative model. The first example is the existence of moral rules 
that are taken as absolute, not to be violated no matter what the cost. For example, 
people may think that it is always wrong to kill innocent people, no matter what ben-
efits result from doing so (including, perhaps, the benefit of saving others from death). 
When people explicitly affirm such rules, even when they admit that the benefits 
exceed the costs of violations, then this affirmation violates utilitarianism. Absolute 
values as such do not necessarily violate it: people might believe that one consideration 
has infinite utility relative to others. In this case, they will say it is impossible for the 
benefits to exceed the costs. While such judgments do not violate utilitarianism, they 
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often seem odd, and they sometimes conflict with other judgments, for example, when 
two absolute rules conflict with each other.

Baron and Spranca (1997) called such attitudes “protected values” (PVs) because they 
were protected from trade-offs with other values. Many of these values involve morally 
questioned behaviors, such as cloning people for reproduction or destroying the natu-
ral environment. Other researchers have used the term “sacred values” for what seems 
to be the same phenomenon, although they measure it differently (Fiske & Tetlock 1997; 
Tetlock, Lerner, & Peterson 1996). Roth (2007) has also used the term “repugnant trans-
actions” for moral prohibitions on transactions such as a live donor selling a kidney.

Rules of this sort, if they were taken seriously, would cause great difficulty for evalu-
ation of public policies through measurement of utility, because they would amount 
to infinite utilities and would thus allow one person to determine a decision for every-
one—unless someone else had a conflicting rule, in which case the choice could not be 
determined. People who endorse more than one such rule—and many people endorse 
several—could find themselves in a similar dilemma.

It appears that absolute rules are often overgeneralizations ( chapter 1). When peo-
ple are asked to try to think of counterexamples, cases in which the benefits would be 
great enough to justify taking the prohibited action, they can usually do so, and they 
change their mind about whether the rule is absolute (Baron & Leshner 2000). Thus, 
PVs could be explained psychologically as the result of failure to think critically about 
rules. A rule against killing sounds good, until one tries to think of counterexamples. 
Of course, over time, people may become committed to some rules, so that they resist 
counterarguments. Thus, rules may be maintained by “my-side bias” (Baron 2008 and 
 chapter 1 in this volume).

PVs are closely related to, and correlate with, other types of values or goals, which 
express themselves in other ways. In particular, they are relates to moralistic goals. 
These goals or values are those that people want others to follow, regardless of whether 
the others endorse the same goals and regardless of whether the consequences are, on 
the whole, worse as a result. Baron (2003) found that people endorsed moralistic goals 
for banning actions like the following:

	 •	 Testing	a	fetus	for	IQ	genes	and	aborting	it	if	its	expected	IQ	is	below	average
	 •	 Cloning	someone	with	desired	traits	so	that	these	may	be	passed	on,	such	as	an	

athletic champion or brilliant scientist
	 •	 Modifying	the	genes	of	an	embryo	so	that,	when	it	is	born,	it	will	have	a	higher	IQ
	 •	 Giving	a	drug	(with	no	side	effects)	 to	enhance	school	performance	of	normal	

children

In many cases (22% of examples like these), subjects (recruited on the World Wide Web) 
would ban these actions even if the consequences of allowing the actions were better on 
the whole than the consequences of banning them, if the subjects could imagine that 
the consequences might be better, and if “almost everyone in a nation thought that the 
behavior should be allowed.” In sum, they were willing to impose their moral(istic) 
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principles on others, whatever the consequences, and whatever the others wanted. 
Moralistic values, taken seriously, are protected from trade-offs with values involving 
consequences, so they are likely to be thought of as PVs.

4 Omission, Action, and Related Issues

Omission bias, a second example of a moral bias, is the tendency to judge acts that 
are harmful (relative to the alternative option) as worse than omissions that are 
equally harmful (relative to the alternative) or even more harmful (as in the vaccina-
tion case) (Baron & Ritov 1994). In any given case, some people display this bias and 
others do not.

Omission bias is related to issues of public controversy, such as whether active eutha-
nasia should be allowed. Most countries (and most states of the united States) now 
allow passive euthanasia, the withholding of standard medical treatment for those who 
are judged to be no worse off dead than alive, but active euthanasia and assisted suicide 
are banned in most places even for those who wish to die. Opponents of active eutha-
nasia can, of course, find other arguments against it than the fact that it is “active.” But 
it is possible that these arguments would not be seen as so compelling if the distinction 
between acts and omissions were not made.

The bias is related to other issues in the law. Although it might occasionally be pos-
sible to punish people for extremely harmful omissions of actions that are easy to take, 
very few jurisdictions have laws against such omissions (Feldbrugge 1966). Omission 
bias also seems to explain the fact that the actual burden of proof on plaintiffs in law-
suits is substantially higher than implied by the official standard of “preponderance 
of the evidence,” which implies a probability of.5 for the correctness of the plaintiff’s 
claim: triers regard accepting the plaintiff’s claim as an action, and denying it as an 
omission, and they are much more afraid of erroneous acts than of erroneous omis-
sions (Zamir & Ritov 2012).

4.1 Trolley Problems

Psychological interest in omission bias was inspired not just by real cases such as eutha-
nasia or resistance to vaccination but also by examples devised by philosophers. The 
most famous of these is the trolley problem of Foot (1978), later developed by other 
philosophers and psychologists. The basic question is whether one should switch a 
runaway trolley from a track where it is headed for five people (who will be killed) to 
a different track where it is headed for one person. Different studies ask whether one 
should switch the trolley, whether it is permissible to do it, and whether doing it is mor-
ally required. The “should” question is the one that most directly assesses utilitarian 
thinking, since utilitarians may regard the other questions as fundamentally legal 
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questions, not moral ones, given that utilitarianism in its simplest form is just about 
how to determine which option is morally best.

Since Spranca, Minsk, and Baron (1991), many other papers have examined responses 
to the trolley problem and variants of it (e.g., Greene et al. 2009, and citations therein). 
The most heavily studied issue involves a contrast between the basic case (switching) 
and one in which the only way to stop the trolley is to push a fat man off a bridge, so 
that the fat man will be hit and killed, but stop the trolley and save the five others. The 
result of this and several other variants is that people consider harm to be worse when it 
involves physical contact with the victim, as I discuss shortly.

4.2 Determinants of Omission Bias

Omission bias has been studied extensively, and we are in a position to draw some con-
clusions about why it happens. In particular, research has identified several modera-
tors of the effects, that is, manipulations that affect its frequency, and correlates of its 
presence.

4.2.1 Perceived Causality
An early and much replicated result is that omission bias is correlated with differ-
ences between acts and omissions in perceived causality. When people say that harms 
of action are worse than equivalent harms of omission, they also tend to think that 
the causal relation between the person and the harm is greater in the action (Spranca, 
Minsk, & Baron 1991; Baron & Ritov 2009a).

Two concepts of causality compete here and elsewhere. One is “but for” (sine qua 
non) causality. The other is physical causality. We say that person P causes outcome O, 
in this sense, if O was affected by P’s choice.4 But-for causality does not distinguish acts 
and omissions. Thus, in tort law, people can be held liable for omissions, when they are 
in a position of responsibility.

In physical causality, P’s behavior is linked to O through a series of physical events, 
each of which presumably follows some physical principle. When people distinguish 
acts and omissions morally, they seem to be basing moral judgments on this kind of 
causality.

But-for causality may be harder for young children to learn. The appreciation of 
it requires evaluation of counterfactuals. Although children as young as five can 
distinguish cases of causality by omission from noncausality (Schleifer, Shultz, & 
Lefebvre-Pinard 1983), the distinction appears to be weak. The cases were very simple. 
For example, a store owner did not put salt on the ice in front of his store. In one condi-
tion, a customer slipped on the ice and was injured. In the control condition, the cus-
tomer fell before reaching the ice, and was injured.

4 If P’s choice affected O probabilistically, we say that it was a partial cause or a contributing cause.
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4.2.2 Physical Proximity, Contact, and Personal Force

Most people regard it as worse to “push a man off of a footbridge and in front of a train 
in order to cause the man to fall and be hit by the train, thereby slowing it and saving 
five people ahead on the tracks” than to “pull a lever that redirects a trolley onto a side 
track in order to save five people ahead on the main track if, as a side-effect, pulling the 
lever drops a man off a footbridge and in front of the train on the side tracks, where 
he will be hit” (Cushman, Young, & Hauser 2006). Although this result seems to be 
due to physical proximity, Greene and coauthors (2009) showed that, in one situation, 
this sort of case depends on “personal force” more than on contact itself, and proxim-
ity alone had no effect at all. Personal force means that the force that directly affects 
the victim “is generated by the agent’s muscles, as when one pushes another with one’s 
hands or with a rigid object.”

4.2.3 Protected Values
PVs are also related to omission bias. PVs are absolute rules. Such rules would, to put it 
mildly, be difficult to follow if they were neutral between acts and omissions (as I noted 
earlier). If you think that abortion is absolutely wrong no matter what the benefit, it 
is easy for you to take no action that causes an abortion, but it is extremely difficult 
to avoid omissions that lead to abortion. If you tried to do this, you would be morally 
obliged to spend your time doing little else but trying to stop abortions from happen-
ing. If you had two such PVs against omission, then you would be in real trouble. People 
seem to recognize this logical asymmetry, and, as a result, they endorse PVs against 
action more than PVs against omission (Baron & Ritov 2009a).

When people have PVs against some action, then that action usually shows strong 
omission bias. If asked, for example, whether it is right to kill one person in order to 
save 5, 50, or 500 others, the numbers don’t matter. A person with a true PV against 
active killing will always say no, and many subjects do exactly this (Ritov & Baron 1999; 
Baron & Ritov 2009a).

4.3 Related Biases

Several biases in moral judgment are related to omission bias. In many cases, the biases 
are confounded, so that it is impossible to say which one is present. I know of no attempt 
to distinguish individual differences in these. It might turn out that some common fac-
tor accounts for many of them, such as perceived causality.

4.3.1 Indirectness and the Double Effect
The indirectness bias is illustrated in the doctrine of the double effect. For example, 
when a mother’s life is threatened by a pregnancy, some Catholic hospitals will permit 
a hysterectomy to save the mother, but they will not permit an abortion. The fetus dies 
in either case, but, in the case of the hysterectomy (which of course leaves the mother 
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unable to bear another child), the killing is seen as an indirect by-product (Bennett 
1966; Kuhse 1987). In the abortion, however, the death of the fetus is the means to save 
the mother, so the fetus is being harmed directly. The indirectness bias is shown in the 
following scenario (Royzman & Baron 2002):

A new viral disease is spreading rapidly in a region of Africa. Left alone, it will kill 
100,000 people out of 1,000,000 in the region. X, a public health official, has two 
ways to prevent this. Both will stop the spread of the virus and prevent all these 
deaths:

A. Give all 1,000,000 a shot that makes them immune to the first disease. The 
shot will also cause, as a side effect, a second disease that will kill 100 people.

B. Give all 1,000,000 a shot that gives them another disease, which is incompat-
ible with the first disease. The second disease will kill 100 people.

Most subjects thought that option A was better, because the deaths are a side effect 
rather than part of the mechanism of the main effect. Indirectness bias is also related to 
perceived causality (Baron & Ritov 2009a).

4.3.2 Agent Relativity
Agent relativity illustrated in the following scenario used by Baron and Miller (2000). 
X is one of ten people who could save someone’s life by donating bone marrow (a pain-
ful but relatively risk-free procedure) to Y. Is X’s obligation to donate greater when X is 
Y’s cousin then when X and Y are unrelated? Many people think so. utilitarians even 
think so, if they think that family cohesion is a good thing that should be promoted 
for other reasons. Now consider Z, who is unrelated to X or Y. X, the potential donor, 
asks Z’s advice about whether to donate, and Z knows that X will probably follow the 
advice offered. Does Z have a greater obligation to advise donation when X and Y are 
cousins than when X and Y are unrelated? A utilitarian who answered yes to the first 
question would have to answer yes to this one. After all, it is promoting family loyalty 
that is at issue, and it doesn’t matter whose family it is (without knowing more details, 
of course). An agent relative response, however, would say that only Y needs to worry 
about family obligations. The obligation is relative to the agent. It differs from person 
to person. Miller and Baron found no evidence for agent relativity in any of their sub-
jects (who were Indian as well as American). However, many philosophers argue that 
some obligations are agent relative in this way. (See McNaughton & Rawling 1991, for a 
review.)

Omission bias is agent relative when the harm from omission is the result of some-
one else’s action. In the classic case of shooting one prisoner to save ten from being shot 
by a horrible dictator, the choice of not shooting is obviously agent relative, because 
shooting will happen anyway. This is not a pure test of agent relativity, though, because 
the two options also differ in doing something versus doing nothing. (The agent should 
be required to shoot at a target to indicate to the dictator that he will not shoot the 
prisoner.)
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4.3.3 Naturalism

Naturalism is the bias toward nature. It is also related to omission bias, because 
“nature” often defines the default situation, the result of inaction, as in the case of the 
vaccination, where the disease can be assumed to be natural. Of course, the result of 
omission is not always natural, as in the case of the dictator just described. (See Rudski 
et al. 2011, for a recent review.)

5 The Psychological Basis of  
Moral Biases

The results for omission bias are perhaps the clearest illustration of the idea of moral 
heuristics and biases, so at this point I will step back and discuss some general issues in 
the psychology of these biases. Then I will review additional results.

5.1 Two-Systems Theory

Greene (e.g., 2007) has proposed a theory of the conflict between utilitarianism and 
deontology in omission-bias dilemmas. The theory relies on the idea of two “systems” 
of cognitive processing (see  chapter 1 by Baron in this volume). System 1 is fast, auto-
matic, and effortless. System 2 requires effortful thinking. Greene also proposes that 
System 1 is influenced by emotional responses, more than System 2. Thus, in a dilemma 
such as the fat-man version of the trolley problem, people have an immediate, auto-
matic emotional response to the idea of pushing a man to his death, and this leads them 
to want to say that it would be wrong to do so. Then, some people will reflect before they 
make this response, using System 2, and decide that they would not want to let five oth-
ers die through their inaction.

Several lines of evidence support this theory, yet questions can be raised about 
each one.

First, response times (RTs) for “personal” dilemmas like the one at issue are longer. 
Baron and coauthors (2012) argue that this result can be explained in terms of conflict. 
When choices are difficult, so that the subject is as likely to respond yes as no, RT is 
long. By the two-system theory, at this point, it should still be longer for yes than no 
responses, because yes responses require an extra step. This result is not found.

Second, cognitive interference slows down RT to utilitarian responses but not deon-
tological responses (Greene et al. 2008). The interference, however, involved arithme-
tic, and it was necessary to process the numbers to give the utilitarian response. Also, 
the deontological response could be based on a less thorough reading of the dilemma, 
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considering only the type of action to be taken and not the numbers. Similar issues 
arise in other studies.

Third, Suter and Hertwig (2011) have claimed that instructing people to go fast or 
slow affected their responses. Yet they found this only for a few selected dilemmas, and 
a reanalysis of their data shows no overall effect. Moreover, Gürçay and Baron (in prep-
aration) have failed to find such an effect in two studies.

Fourth, utilitarian responding correlates with cognitive reflection as a trait (e.g., 
Paxton, ungar, & Greene 2011). Cognitive reflection is measured by a test of that name 
( chapter 1 by Baron in this volume), which consists of three short arithmetic problems 
with “obvious” answers that turn out to be incorrect, thus apparently requiring correc-
tion of a System 1 response by System 2. This is a more interesting result, but a correla-
tion like this does not imply that correction is involved in the moral judgment task, or 
even in the arithmetic test itself. A person who is not distracted by the trick answers 
in the arithmetic test might just adopt an attitude of using System 2 from the outset, 
analyzing each problem without even being tempted to take a guess at the answer. 
Similarly, in moral judgment, people may set out to look at all the information, includ-
ing side effects of doing nothing, before even making a tentative judgment. More gen-
erally, the correlation could result from individual differences in reflection-impulsivity 
(Baron, Badgio, & Gaskins 1986), a measure of cognitive style concerned with the rela-
tive preference for accuracy (reflection) versus speed (impulsivity).

This kind of account is not far from the two-system account, but it does not assume 
any sequential effects involving suppressing an early response by a late one, so it is thus 
consistent with the results discussed so far in this section.

It is also possible that other factors could affect the observed correlations. For exam-
ple, people who do well on the arithmetic problems might have had some type of edu-
cation that exposes them to utilitarian arguments.

5.2 The Role of Emotion

The evidence on the role of emotion is also strong. Much of it concerns individual dif-
ferences, some of them the result of brain damage. Damage to regions of the brain 
that involve emotional responses is correlated with more utilitarian judgments (e.g., 
Moretto et al. 2010, who find evidence that the effects are correlated with actual emo-
tional responses). Psychopathy is a trait associated with immoral behavior, is also 
associated with blunted emotional reactions, and is also correlated with utilitarian 
judgments in the usual dilemmas, as are other similar traits (e.g., Bartels & Pizarro 
2011). Interestingly, the tendency to feel anger, unlike other emotions, may be positively 
correlated with utilitarian responses (Choe & Min 2011).

Several attempts have been made to manipulate emotion and show an effect on moral 
judgment. To my knowledge, none of these attempts has convincingly showed that 
such a direct effect of emotion on the content of moral judgment (as distinct from their 
intensity) can occur. By “content” I mean whether the judgment favors a utilitarian or 
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deontological solution, while “intensity” refers to the judged appropriate punishment 
for transgressions.

Some of the problems with this research concern the nature of the experimental 
manipulations. For example, some studies manipulate disgust by using the term itself, 
which has a direct moral meaning in English as well as its emotional meaning (Nabi 
2002). Others manipulate disgust by presenting something disgusting, such as a smell. 
Subjects in such experiments might be thinking that the experimenter is immoral to 
allow such things in the laboratory. Thus, here too it is difficult to separate the emo-
tion itself from a moral judgment. Yet other studies use manipulations that supposedly 
reduce emotion by asking people to be dispassionate, but the wording of such instruc-
tions also encourages subjects to question their initial judgment cognitively. Finally, 
even the studies that show results with these problems unsolved turn out to be difficult 
to replicate. Several unreported studies in which I have been involved have repeatedly 
found no effects of manipulation of emotion. In sum, my current belief is that a direct 
causal effect of emotion on moral judgment about hypothetical cases will not be found, 
but I could be proved wrong by subsequent research.5

How, then, can we explain the correlations between emotional propensity and 
moral judgment? One way is to reverse the direction of cause and effect. In particu-
lar, when people are presented with a hypothetical dilemma such as the fat man, they 
often respond with an intuitive, cognitive, condemnation of the act of pushing, and 
this moral judgment evokes the emotional response. The condemnation is absent in 
brain-damaged patients and psychopaths. Another possible account (consistent with 
the first) is that emotion is involved in the learning of principles of moral judgment, but 
once they are learned the principles continue to be applied even if the emotion is absent. 
But in normal people it is still present. Psychopaths, because they lack the emotional 
response, do not so easily learn that causing harm through personal force is wrong.

Notice that the difficulty of finding a causal effect of emotion on judgment causes 
problems for a currently popular theory of moral judgment (Haidt 2001), which holds 
that moral judgments are mainly the result of System 1 reasoning evoked by an emo-
tional response and that System 2 reasoning is almost always rationalization rather 
than reasoning that is capable of leading to a change. Nor can this view be saved by 
removing the emotion, so long as it assumes that the System 1 response is almost always 
deontological. Such a proposal is inconsistent with the observation of large individ-
ual differences (e.g., Baron et al. 2012). The evidence indicates that reasoning (as sub-
jects perceive it) is involved in producing answers to moral dilemmas (Bucciarelli, 
Khemlani, & Johnson-Laird 2008).

The association of emotion with deontological responding is also suspect. This seems 
to be the result of the attention given to a few cases in the psychology literature, cases 

5 I am leaving out details here, because this situation is obviously in flux. My point is that we cannot 
accept at face value the extant studies that claim to show direct causal effects of emotion on moral 
judgment.
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such as the fat man and other similar dilemmas in which the utilitarian response is pit-
ted against something awful and disturbing, if only to show that people are sometimes 
not utilitarian reasoners. It is not at all clear that real-world dilemmas are predomi-
nantly of this type, as opposed to the opposite type in which the utilitarian response 
is the one supported by emotion, particularly emotions such as empathy, while the 
deontological response is the result of rigid application of a rule, such as Kant’s famous 
example in which he argues that it would be wrong to lie in order to save someone’s 
life (Baron 2011a; Kahane et al. 2012). Very few people today would agree with Kant 
on this point, but people often apply rules of their religion or culture even when they 
must force themselves, against obvious human passions, to do so.6 One example might 
be following a rule against abortion, even when it saves the mother’s life and when the 
fetus would die anyway.

5.3 Developmental and Historical Origins of Deontology

Discussions of the role of intuition often suggest that it arises from special evolved 
capacities, often described as modules, analogous to those that we seem to have for 
learning language, learning to recognize faces, and other specialized tasks (Mikhail 
2011). I do think that human morality is something special, which goes way beyond 
what other animals have, but before proposing such specialized evolutionary applica-
tions—especially given the very short time that natural selection had to work on our 
species before we took reproduction largely out of its hands—I think it is safer to try to 
find more general and less specialized ways of accounting for our specialness (Baron 
2011b). One of course is the existence of language itself, which gives us enormous 
capacity to communicate culture to each other. Another is the parallel development 
of the capacity to be influenced by each other, which Herbert Simon called “docility” 
(Knudsen 2003). Perhaps related to that is also our capacity to empathize. Once we have 
language plus docility, then culture becomes very powerful, and we are likely to find 
more answers by looking at the evolution of culture than at the biological evolution of 
humans.

6 Biases in Helping Others

Returning to the discussion of moral biases, away from utilitarianism as a normative 
model, we find that several biases have been identified in choices that involve helping 
others.

6 See Kahane et al. 2012, for a similar argument, with some results.
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6.1 Psychophysical Numbing and the Value of Lives

One of the classic demonstrations in the field of decision-making is the Asian Disease 
problem of Tversky and Kahneman (1981), in which it is shown that people tend to be 
risk averse when it comes to saving lives (preferring to save 200 for sure than a one-third 
chance of saving 600) but risk seeking when it comes to preventing deaths (preferring 
a program in which 600 will die with probability two-thirds over a program in which 
400 will die for sure). An implication of this result that went without notice for many 
years is that people do not value other people’s lives equally, even when the others are 
completely unknown and presumably drawn from the same population.

Slovic (2007) realized the importance of this phenomenon, and cited extensive other 
literature making the same point. In particular, people seem to have declining mar-
ginal disutility for other people’s deaths. That is, the death of 1 million people is not per-
ceived as 1,000 times as bad as the death of 1,000. In the extreme, Josef Stalin is quoted 
as saying, “When one man dies, it is a tragedy. When thousands die it’s statistics.” 
Slovic pointed out that this result is a consequence of a general psychological principle, 
diminishing sensitivity. When we judge differences, we judge them as smaller when 
they are farther away from where we are, that is, from our reference point (nobody 
dead, or nobody saved). Yet, argues Slovic, this is an error with great consequences, 
because it causes us to ignore large human tragedies, such as genocides, that could be 
prevented or reduced at a relatively small cost per life saved. He calls it “psychophysical 
numbing.”

6.2 Identified Victim

A single life, as Stalin noted, is the smallest unit of all and thus acquires special signifi-
cance. Some charities tell potential donors that their money will go to help a specific 
child, in contrast to those who admittedly take all the donations and put them in a big 
pot of money, which they then distribute so as to help a great many children. Research 
has found that focusing on a single, identified “victim” promotes more altruism (e.g., 
Small & Loewenstein 2005; Kogut & Ritov 2005; Slovic 2007 reviews the literature).

6.3 Heuristics and Biases in Charity

Other biases have been suggested for charitable donations (Baron & Szymanska 
2010): People tend to minimize waste even when minimizing waste reduces total ben-
efit; in some situations the more wasteful charity does more good despite the waste, 
yet people want to avoid it. People attend to average benefit per dollar rather than 
to the marginal benefit of additional contributions, thus possibly failing to contrib-
ute enough to relatively poorly funded organizations doing good work, where a few 
extra dollars could matter a lot. People diversify their contributions, as if they were 
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investments, despite the utilitarian optimal strategy of donating all to what seems to be 
the best bet (which is especially optimal because it leads to organizations spending less 
money mailing out appeals). Some people prefer voluntary charity to taxation and gov-
ernment assistance, which they view as “forced charity.” And people are biased toward 
causes in their own nation, even when the same amount of money can do more good 
elsewhere. (As always in discussing moral judgment, “people” means “some people.” 
There are always individual differences.)7

7 Fairness in Distribution of  
Goods and Bads

Many issues in morality and law concern fairness and distribution. Obvious examples 
are the distribution of income that results from taxation policies and the distribution 
of goods such as access to healthcare or even organs for transplantation. But we can 
also include the distribution of bads, such as punishment. Thus, tort law and criminal 
law can be included under this general rubric.

7.1 Equality Heuristics

People sometimes want to divide resources equally even when the overall benefit 
from unequal division is greater. Several studies have presented subjects with alloca-
tion dilemmas of the following sort (ubel, Baron, & Asch 2001; ubel & Loewenstein 
1996): Two groups of 100 people each are waiting for liver transplants. Members of 
group A have a 70% chance of survival after transplantation, and members of group 
B have a 30% chance. How should 100 livers—the total supply—be allocated between 
the two groups? The simple utilitarian answer is all to group A, but typically less than 
20% of the subjects will choose this allocation. People want to give some livers to group 
B, even if less than half. Many want to give half. Some of this effect is the result of 
not knowing how to maximize. When subjects are asked what would maximize sur-
vival, some say that the allocation they chose would do so. But others make an explicit 

7 The utilitarian normative theory for charity is somewhat unclear. Many writers have argued that 
we should give to charity until the harm from our loss is equal to the benefit from out contribution, 
a strategy that would make us all quite poor. Baron and Szymanska argue for a more limited theory, 
which assumes that altruism (willingness to sacrifice self-interest for others) is limited. Within the 
constraints of limited altruism, utilitarianism then implies that we should do the most good for 
whatever we are willing to contribute, which is approximately fixed and not part of our decision. 
utilitarianism thus becomes (roughly) a theory for decision-making, with motivation being an 
external fact, rather than a theory of what our motivation should be.
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distinction between maximizing survival and being fair. They are willing to trade lives 
for fairness.

The equality principle can conflict with itself, because different quantities can be 
equated, such as income and costs of a business. Harris and Joyce (1980) told subjects 
about various situations in which a group of partners had opened a business (for exam-
ple, selling plants at a flea market). The partners took turns operating the business, so 
different amounts of income were generated while each partner was in control, and 
different costs were incurred. (Costs for one partner were extremely high because of an 
accident.) When subjects were asked how the profits should be divided among the part-
ners, many subjects favored equal division. When subjects were asked how they would 
divide up the expenses, they tended to divide these equally, even though they under-
stood that the resulting division of profits would be unequal (because each partner 
would keep what was earned during her turn, after paying her share of the expenses). 
Judgments of fairness seem to exhibit framing effects ( chapter 1 Baron in this volume).

7.2 Penalties and Punishment

7.2.1 Torts

Tort damages serve two functions:  deterrence and compensation.8 Compensation 
is like insurance. Indeed, its function could be replaced by insurance (including the 
possibility of social insurance, that is, paid for from taxes rather than individual pre-
miums). The utilitarian justification of insurance is declining marginal utility: if you 
lose something that can be replaced by paying money (i.e., a pecuniary damage), like 
a house, then your utility for money is suddenly greater, and we can maximize over-
all utility by taking money from others, that is, those who pay house insurance pre-
miums, and giving it to you. In the case of simple torts with pecuniary damages, the 
optimal penalty is equal to the replacement cost of the damage (with various simpli-
fying assumptions—see Shavell 2004). If you know you have to pay the cost of dam-
ages, you will take sufficient care to avoid them. But for nonpecuniary damages such as 
death, compensation is impossible or at least not the same as the penalty required for 
deterrence.

In order to separate the two functions, Baron and Ritov (1993) asked subjects to 
assess penalties and compensation separately for victims of birth-control pills and 
vaccines (in cases involving no clear negligence). We found evidence that many peo-
ple do not think about deterrence. For example, in one case, subjects were told that a 
higher penalty would make the company and others like it try harder to make safer 
products. In an adjacent case, a higher penalty would make the company more likely 

8 Sometimes these functions are separated, as in New Zealand. Separation makes it easier to 
optimize both functions.
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to stop making the product, leaving only less safe products on the market. Most sub-
jects, including a group of judges, assigned the same penalties in both of these cases. 
When the utilitarian principle of deterrence was suggested as a way of distinguishing 
the two cases, some subjects thought it was a good idea, and others thought it was 
morally wrong and that penalties should be proportional to the harm without looking 
ahead to future effects.

We also found (as had Baron 1993b) that compensation awards were affected by 
such normatively irrelevant factors as whether an injury was caused by people or by 
nature.

A second bias in judgments of penalties is that people seem to want to make injurers 
undo the harm they did, even when some other penalty would benefit others more. For 
example, Baron, Gowda, and Kunreuther (1993) found that subjects preferred to have 
companies clean up their own waste, even if the waste threatened no one, rather than 
spend the same amount of money cleaning up the much more dangerous waste of a 
defunct company. Ordinarily, it is easiest for people to undo their own harm, but this 
principle may be overgeneralized. (See also Beattie & Baron 1995.)

Both of these biases can lead to worse consequences in some cases, although much 
of the time the heuristics that lead to them probably generate the best consequences. 
These results, then, might also be the result of overgeneralization of otherwise useful 
heuristics.

7.2.2 Crimes: Deterrence versus Retribution
Paul Robinson and John Darley (e.g., 2007) have argued that judgments of appropriate 
criminal penalties fit an intuitive concept of retribution rather than deterrence. They 
also argue that support for the law would be weakened if the law went against these 
intuitions.

Baron and Ritov (2009b) following Sunstein, Schkade, and Kahneman (2000), 
tested one implication of the deterrence model, which is that the severity of the pen-
alty should be higher when the probability of apprehension is lower, other things being 
equal. Most subjects did not take probability into account spontaneously, and many 
subjects thought that it should not matter, because the punishment should match the 
severity of the offense.

Such a concept of retribution may be seen as a heuristic. In many cases, retribution 
and deterrence agree. Yet such a heuristic is difficult to justify in terms of making the 
task easier. It is not obviously easier to match the length of a prison term to the severity 
of injury in an assault than to think about whether the prison term would deter other 
would-be offenders.

7.3 The Morality of Citizenship

The moral judgment literature is mostly concerned with individual decisions. 
Such decisions are especially important in the case of moral behavior (see generally 
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 chapter 9 by Feldman in this volume;  chapter 10 by Bilz and Nadler in this volume) 
when self-interest is pitted against doing what is right, as in all the classic cases of con-
flict of interest. But moral judgment is also important for decisions that do not usually 
involve much of this sort of conflict, namely, the decisions of citizens, when they vote or 
participate politically in other ways. Although a citizen’s judgments, when expressed, 
have little effect on that citizen, the collective decisions of all citizens have an enormous 
effect on the well-being of citizens and outsiders.

7.3.1 Taxing and Spending
An example is the issue of fairness in taxation and spending. McCaffery and Baron 
(2005) report several studies showing nonnormative responding (from a utilitar-
ian perspective). People have strong and diverse views about the effects of taxation 
on the distribution of income. Some of our subjects favored a “f lat tax” (which 
turned out to mean a fixed percentage of income, not a head tax). Others, to our 
surprise, favored so much redistribution through differential taxation (including 
negative taxation) that the result was close to complete equality of the resulting 
income.

More interestingly, perhaps, subjects generally showed isolation effects ( chapter 1 by 
Baron in this volume). They applied their redistributive principles to whatever tax they 
were asked about, without considering the overall resulting distribution. For exam-
ple, their judgments about the distribution of income taxes were largely unaffected by 
information about the existing distribution of payroll taxes, or about the distributive 
effects of privatization of government services.

In other studies, we found that judgments about policies were often based on their 
immediate effects or primary purposes, without considering side effects or long-term 
effects. For example, people generally favored taxes on businesses, but favored these 
less when they were asked who would actually pay the taxes. For further behavioral 
studies of tax law see  chapter 13 by McCaffery in this volume.

7.3.2 Parochialism and Nationalism
Contrary to utilitarianism, which weighs all people equally, many people favor 
people in their own group, particularly co-citizens of their nation, although  
other groups may be favored in this way (Baron 2012a; Baron, Ritov, & Greene, in 
press). I use the term “parochialism” here as a technical term, but with awareness 
of its negative connotations. Parochialism can lead to choices that do net harm, 
when the benefit to the in-group is much smaller than the cost to the out-group. 
Examples are war and the rejection of free-trade agreements. (And the latter usu-
ally involves isolation effects as well, looking only at immediate effects on workers 
and ignoring both effects on consumers, and long-range effects on jobs in export 
sectors.)

Parochialism may be reduced by asking people about out-group members as indi-
vidual people rather than as members of a group (Baron 2012a). It is also much greater 
for out-group harms of omission than harms of action. That is, people are much more 
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willing to fail to help outsiders than to fail to help insiders. Arguably this is a reasonable 
division of responsibility, but it seems to exist in experiments where this argument is 
removed.

7.3.3 Naive Theories of Citizenship
Baron (2012b; also Baron, Ritov, & Greene, in press) reports a number of studies in 
which people are asked explicitly about their duty as citizens. Some people think that 
it is their duty to vote (or otherwise act) for policies that are good for their nation, 
even when it makes things worse on the whole, by their own admission. For example, 
in one case, a voter thinks that a proposed tax on carbon fuels would be good for the 
world but bad for the united States (and would have no effect on the voter). Many 
subjects said it was their moral duty to vote against the tax. Some people go so far 
as to assert that it is their duty to vote on the basis of their self-interest, even when 
the policy they favor is worse for their nation and the world. For example, a voter 
thinks that a carbon tax would be bad for the world and bad for the united States but 
good for her, because she in the solar energy business. Some subjects thought that 
this voter had a moral duty to vote for the tax. Of course both of these views are con-
trary to utilitarianism. People also think they would do their duty, whatever it is, so 
they seem willing to act in ways that they admit will make things worse, because they 
see this as their duty.

In the case of voting for their nation, many see this as an obligation because  
they think that this is why they were given the vote. In the case of voting for self, 
they think that voting is justified by self-interest, or that, if everyone voted this 
way, the majority would get what it wants (which is usually true, except that people 
want this to happen even when they admit it is worse on the whole). Some also 
think that voting for the good of the world is a betrayal of the trust bestowed on 
them.

People who think it is their duty to vote their self-interest are those who tend to 
oppose taxation and to favor government spending mostly when they see themselves as 
possibly benefiting from it.

I think of these views not as biases but rather as naive theories ( chapter 1 by Baron in 
this volume). The correct theory, according to utilitarianism, is that people should vote 
for what is best for everyone. And, in fact, with sufficient altruistic interest in others, it 
is rational to do this. Despite what people think, though, it is rarely if ever rational to 
vote on the basis of self-interest alone.

It is difficult to find any discussion of the issue of what citizens should do in educa-
tional materials, even materials for immigrants who want to become citizens. It would 
be interesting to see what happens if people at least heard of the idea that voting is more 
rational, the more people who are affected by your vote (Baron 2012b). It is possible that 
such instruction is a relatively easy way to make democracy work better, in the sense of 
producing outcomes that truly are best for all.
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8 Open Issues

I conclude with some questions for future research. Perhaps these questions have been 
answered, but that would be news to me.

8.1 Can the Law, or Anything, Improve Moral Judgment?

As noted, Robinson and Darley (e.g., 2007) and others have argued that the law should 
conform to intuitive judgment, lest it lose public support. Yet it is also possible that laws 
that do not initially conform to intuitive judgment can shape such judgment. It is dif-
ficult to disentangle cause and effect in cases when laws and public intuitions undergo 
change at the same time, as has happened for such issues as smoking, homosexual mar-
riage, and recreational drugs. But it is possible that moral intuitions are responsive to 
changes in the law itself. If so, the concerns of Robinson and Darley may be less serious 
than they first appear to be. One impressive example is the effect of New York parking 
regulations on united Nations diplomats, who had diplomatic immunity and did not 
need to pay fines, yet who were responsive to changes in the law (in inverse proportion 
to the corruption index of their countries; Fisman & Miguel 2007). (See  chapter 10 by 
Bilz and Nadler in this volume, for further discussion of these issues.)

A related issue is whether laws based on utilitarian principles can gain and maintain 
public support despite an initial conflict with moral intuition. A possible example is the 
use of cost-effectiveness analysis in risk regulation and healthcare. (See Baron 2008, for 
discussion.)

8.2 The Morality of Belief

Another possible point of intervention is not directly about morality but rather about 
belief. In times of political polarization, which sometimes results in paralysis, the two 
sides often differ in beliefs about natural or social sciences (evolution, economics). 
Often the truth is not just some compromise. Sometimes one side is completely wrong. 
Sometimes the wrong side can gain power. This may happen often, but a clear case is Nazi 
Germany. Pauer-Studer and Velleman (2011) argue that the supporters of the atrocities 
committed did not differ from others in moral reasoning. Many thought deeply and were 
troubled by what they were doing. Their support was the result of what we now see were 
drastically incorrect beliefs, for example, that a worldwide Jewish/Bolshevik conspiracy 
must be nipped in the bud and that nobody else was sufficiently concerned about it.

The existence of situations like this, which surely persist in less obvious form, raises 
the question of whether means of forming beliefs are a moral issue. If so, then, the sorts 

 

 

 

 



86   JONATHAN BARON

of beliefs about thinking that lead to my-side bias ( chapter 1 by Baron in this volume) 
should be included as part of the study of moral judgment.
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1 Introduction

Law is a behavioral system.1 It seeks to shape human behavior—to regulate, to incen-
tivize, to nudge people to behave in some ways and not to behave in others. In recent 
decades, legal scholars have come to understand that human behavior can be delib-
erately shaped through many mechanisms beyond the administration of technically 
managed formal rules—through mechanisms including economic incentives, social 
norms, and psychological framing. All of these tools provide opportunities for manip-
ulating behavior, and often they can be used as substitutes, both for each other and for 
familiar legal mechanisms like property rights, criminal sanctions, or civil liability.

Moreover, legal scholars have learned that the leading theory of human behavior—
rational choice theory (RCT), which had been developed by economists in the 1950s 
and had come to the law through the rise of law and economics—has significant short-
comings. A body of literature, originally from social and cognitive psychology and 
increasingly from legal scholars, has relied on laboratory experiments, field experi-
ments, and analysis of archival data to demonstrate that human decision-making does 
not typically result in behaviors predicted by RCT. Human beings make mistakes in 
their judgment and decision-making. These mistakes are predictable, pervasive, and 
difficult to correct.

The central project of behavioral law is to undertake legal analysis on the basis of the 
findings of these behavioral studies.2

1 Much of this section was written by my friend and colleague, Arden Rowell.
2 We have chosen to characterize the subject matter about which we are writing as “behavioral 

law” or “behavioral legal studies.” The more common term might be “behavioral law and economics,” 
but we are not comfortable with that term. Why? While it is true that all of this began with law 
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What makes behavioral law distinctive as a discipline, if—as we have learned—tools 
from other behavioral disciplines can so frequently substitute for familiar legal mecha-
nisms? In our view, the study of law and behavior is distinctive because law seeks to 
intentionally shape people’s behavior by reference to some measure of social good. 
This distinguishes it from fields based on manipulation for individual ends, such as 
advertising or marketing; from fields oriented on thought rather than behavior, such as 
much of philosophy; and, importantly, from other behavioral fields that are based on 
descriptive or evaluative treatments of behavior, such as anthropology, sociology, psy-
chology, and economics, which do not necessarily seek to control what they study nor 
to engage in normative policy analysis.

This intentional relationship with respect to social good is what we see as distinc-
tive about the study of law and human behavior. The complexity of the relationships 
between law and behavior is what makes collaborative projects like this Handbook so 
valuable. No one alone can hope to master all of the literatures and modes of thought 
that might inform the purposeful regulation of human behavior. In studying law and 
behavior, then, we all must rely upon the thoughts and work of colleagues who know 
more than we do about something important. The downside of this is the pervasive 
and inescapable feeling that one can never be a master of one’s own discipline. But 
the upside is a sense of community and camaraderie, and—we think—a helpful (if 
occasionally painful) pressure towards intellectual humility, which helps behavioral 
law scholars as they edge incrementally closer to accurate descriptions of the forces 
shaping human behavior and to understanding how those forces can be deliberatively 
harnessed.

What can law and behavior scholars hope to do when evaluating work across the 
range of disciplines—from economics to anthropology to philosophy to sociology to 
history to psychology? We think the most important skills within law and behavior 
are the abilities to identify, evaluate, and criticize the alignment of methods and goals. 
To that end, the remainder of this chapter is given over to three parts, each of which 
addresses one aspect of these inquiries.

In section 2, we provide a brief overview of the existing literature in behavioral law. 
Other chapters and authors will have contextualized law and behavior as a field and 
will have introduced and criticized several of the more important methods that have 
been developed to address the challenges of synthesis posed by legal behavioral studies. 
So, our focus in section 2 can be on what distinguishes behavioral law from what has 
come before and on its importance for discussing legal issues.

and economics in the late 1970s, the next forty years have seen dramatic growth in the field. It is 
difficult (and perhaps foolhardy) to summarize this growth, but we think that it centrally consists of 
incorporating techniques and methods and findings from a wide variety of social sciences into the 
study of law. Economics might once have had pride of place among the disciplines contributing, but 
we think that the cooperative and collaborative nature of the many social sciences now contributing 
to the study of law is the distinctive characteristic today. The University of Illinois College of Law 
recognized this development by changing the name of its Law and Economics Program to the 
Program in Law, Behavioral, and Social Sciences.
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In section 3, we consider several particular areas of the application of behavioral 
legal insights in order to develop a typology of uses of behavioral studies in law. We 
use this section to outline four different ways that we see behavioral studies used in 
law and behavior: to inform predictive and descriptive models, to persuade people to 
change their behavior, to evaluate decision-making quality, and to prescribe changes in 
policy that will lead to changes in behavior. We see each of these uses as creating differ-
ent methodological pressure, and argue that law and behavior scholars add significant 
value when they seek to ensure that the methodologies underlying studies align with 
the uses to which those studies are put.

In section 4, we address ongoing challenges to the field of law and behavior, and do 
our best to sketch where we see these challenges as fundamental to the discipline, and 
where we see potential retorts. We see constructive engagement with these criticisms as 
critical to maintaining the rigor and relevance of behavior law as a field of inquiry.

We conclude with a few reflections about the future of law, behavior, and social sci-
ence, gesturing at important emerging questions, remaining limitations, and new 
methodologies.

2 Three Examples of Behavioral 
Findings

Examples of the findings of behavioral experiments, both laboratory and field, are very 
well known within the social science community, including the legal academy. In this 
section I shall give only three examples with the intention of using them in the next 
section to show the importance of the behavioral literature for the analysis of law.3

There are three central points to stress about these examples and about the behav-
ioral literature generally. first, these examples are not theoretical; they are empirical. 
That is, they do not begin from a hypothesis about how human beings might make 
decisions in the circumstances or about the matters under investigation. Rather, these 
experiments all focus on the extent to which RCT is a good explanatory model of how 
people actually behave.

Second, in these examples and in almost every other example that one could cite 
from the behavioral literature, the experimental results fail to confirm the predictions 
of RCT. Just as importantly, the experimental findings do not show that human behav-
ior is chaotic or unpredictable. Quite to the contrary, the behavioral experiments find 
that human choice behavior is predictable: Most humans behave in a similar ways in 
similar circumstances; those ways, however, are not those predicted by RCT. It follows 
that using RCT to predict some behavior may lead to mispredictions.

3 Some of this section appeared in a slightly different form in a paper presented at a Liberty fund 
Conference in february, 2012.
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Third, because behavioral experiments suggest that human beings do not behave as 
RCT predicts, people can be said to make “mistakes” in their choices. I resist calling 
these mistakes “irrationalities”; they do, nonetheless, suggest that people do not typi-
cally make decisions that enhance their welfare as much as they might. This fact creates 
a need to figure out how, if at all, one might allow people to avoid these mistakes so as to 
enjoy greater well-being.

2.1 Framing

In a famous experiment, Amos Tversky and Daniel Kahneman (1981) asked experi-
mental subjects to choose between various prevention strategies for dealing with a very 
serious disease that might affect a patient population of 600 people. The first choice was 
between these two options:

Option A: This program will save 200 lives.
Option B: This alternative program has a 33% chance of saving all 600 subjects and a 

67% chance of saving no one.

Both programs have an expectation of saving 200 lives. But because Option A’s sav-
ing is a certainty and Option B’s is probabilistic, one would expect everyone who is 
risk-averse to prefer A to B. When Tversky and Kahneman presented these options to 
various subjects, approximately 70% preferred A to B and approximately 30% preferred 
B to A.

Then, Tversky and Kahneman presented another choice on similar facts to different 
groups. The characteristics of these various groups were indistinguishable from those 
of the groups who chose between Options A and B. This second choice was between 
these two options:

Option C: This program will result in the deaths of 400 people.
Option D:  This alternative program has a 33% chance of no one’s dying and a 67% 

chance that all 600 people will die.

Again, both programs have the same expectation as Options A and B—saving 200 
lives—but here the choices focus not on lives saved but on lives lost. Notice, also, that 
Options C and A amount to the same thing, as do Options D and B. for all those rea-
sons, the investigators’ expectation was that groups put to the choice between C and D 
would behave identically to those put to the choice between A and B. When, however, 
Tversky and Kahneman presented the choice between C and D, they found that 78% 
preferred D to C and only 22% preferred C to D.

Kahneman and Tversky called this odd result the “framing effect.” This effect is 
closely connected to “prospect theory,” which gives a comprehensive explanation for the 
choice phenomena the public health example illustrates (Kahneman and Tversky 1979; 
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see also Zamir 2012; Barberis 2013). There are several important implications of this 
effect. One theoretical implication is that it calls into question an implicit assumption in 
RCT that decision-makers’ choices are invariant to the manner in which information is 
presented to them. Another implication is the very practical one that those choices can 
depend crucially on how the information is “framed.” That is a vital point for policy-
makers to bear in mind. Additionally, it is a point that some framers might use to their 
own advantage by, for example, structuring choices to get an outcome that they prefer 
while giving the decision-makers the illusion that they have chosen freely (Riker 1986).

2.2 Default Rules

A default rule is a starting rule that will be in effect unless the party or parties fac-
ing the rule change it. If the transaction costs facing the chooser are identical and low 
regardless of the default rule, then one might anticipate that whatever the default is will 
not keep the chooser from reaching his or her most desired outcome. That is, the choice 
of default rule, like the choice of an initial assignment of entitlement, would seem to 
obey the Coase Theorem: An efficient outcome will result, regardless of the starting 
point, if transaction costs are low (Cooter and Ulen 2012).

In an important article, Cass Sunstein and Richard Thaler (2003, 1064)  give an 
example of how one might think about default rules in light of behavioral economics:

[C] onsider the cafeteria at some organization. The cafeteria must make a multitude 
of decisions, including which foods to serve, which ingredients to use, and in what 
order to arrange the choices. Suppose that the director of the cafeteria notices that 
customers have a tendency to choose more of the items that are presented earlier in 
the line. How should the director decide in what order to present the items? To sim-
plify, consider some alternative strategies that the director might adopt in deciding 
which items to place early in the line:
1. She could make choices that she thinks would make the customers best off, all 

things considered.
2. She could make choices at random.
3. She could choose those items that she thinks would make the customers as obese 

as possible.
4. She could give customers what she thinks they would choose on their own.

Sunstein and Thaler dismiss Options 2 and 3. They identify Option 1 as paternalis-
tic and Option 4 as “what many anti-paternalists would favor.” But they are skeptical 
that most consumers have well-formed preferences about how they would like the food 
arranged. They suggest that if most consumers would choose differently if the food 
were to be arranged in different orders, then one may conclude that preferences are not 
exogenous but are endogenous in some manner that seems beyond the subjects’ control 
and knowing.

It is possible, they argue, that the goal of the cafeteria director is to maximize 
profits. If he or she is in a marketplace in which there are attractive alternative 
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eating venues outside the organization, then competition imposes a constraint on 
profit-maximization. But it is also possible that the cafeteria has a degree of market 
power over its customers: Perhaps it is a school from which the students are forbidden 
to leave campus or a dormitory with which the residents have a prepaid eating contract.

Sunstein and Thaler’s central point in the cafeteria example is to suggest that pater-
nalism (Option 1) in the arrangement of the cafeteria’s choices is a mere description, 
not a pejorative. There is no coercion, they suggest, in how the food is ordered:

Would anyone object to putting the fruit and salad before the desserts at an elemen-
tary school cafeteria if the result were to increase the consumption ratio of apples 
to Twinkies? Is this question fundamentally different if the customers are adults? 
(p. 1166)

And

Once it is understood that some organizational decisions are inevitable, that a form 
of paternalism cannot be avoided, and that the alternatives to paternalism (such as 
choosing options to make people worse off) are unattractive, we can abandon the 
less interesting question of whether to be paternalistic or not, and turn to the more 
constructive question of how to choose among the possible choice-influencing 
options. To this end we make two general suggestions. first, programs should be 
designed using a type of welfare analysis, one in which a serious attempt is made 
to measure the costs and benefits of outcomes (rather than relying on estimates of 
willingness to pay). Choosers should be given more choices if the welfare benefits 
exceed the welfare costs. Second, some results from the psychology of decisionmak-
ing should be used to provide ex ante guidelines to support reasonable judgments 
about when consumers and workers will gain most by increasing options. (p. 1166)

Sunstein and Thaler are well aware of the danger in letting someone other than the 
end-consumers make these decisions. To minimize that danger, they suggest that if 
those in authority are to make decisions about, say, how the food is to be ordered in the 
organization’s cafeteria, they do so in a transparent manner that the end-consumers 
can reject.

Perhaps an even better example of Sunstein and Thaler’s point about paternalis-
tic default rules comes from a fascinating empirical study of default rules for organ 
donation.

The science and, therefore, availability of organ transplantation, first practiced with 
corneas in 1905, is one of the most significant medical advances of the last fifty years. 
To take one example, Dr. Christiaan Barnard performed the first heart transplant in 
1967. In 2008 there were slightly more than 2,000 heart transplants in the United States 
alone (Johnson et al. 2010).

The central economic issue in organ transplantation is the huge excess demand 
for transplantable organs. There are approximately 100,000 people on the various 
waiting lists for organ transplants in recent years and only 30,000 organs available 
for transplant. Roughly 6,000 people on the waiting list die each year without hav-
ing received a transplant. At the same time that the number of transplants has been 
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increasing—doubling between 1988 and 2006—the number of people on the waiting 
list has been growing much more rapidly—increasing approximately sixfold between 
1988 and 2006.

How should we deal with this persistent and widening excess demand? US federal 
law (the National Organ Transplantation Act of 1984, Pub. L.  98-507, amended in 
1988 and 1990) prohibits an explicit market payment for an organ; so, the most obvi-
ous economic proposal for increasing supply is off the table. Some commentators have 
explored the possibility of avoiding this proscription by giving in-kind gifts, such as 
monetary donation to a legitimate charitable organization, in exchange for donating 
one’s organs for transplantation (Orentlicher 2009).

A possible method of increasing the supply of transplantable organs is to change 
the default rule for organ donation. There are two principal defaults—one in which 
individuals are presumed to consent to have their organs harvested for transplanta-
tion upon their death, and one in which individuals are presumed not to consent 
to having their organs harvested. Of course, these are merely defaults: Individuals 
may choose to move away from them. for instance, in the presumed consent regime 
someone who does not want to donate her organs can simply opt out by, for exam-
ple, signing the back of her driver’s license on the appropriate line that indicates 
that she is not an organ donor. Similarly, in the regime in which the default is no 
donation, an individual can opt in by, for example, signing the back of his driver’s 
license to indicate that some or all of his organs are available for transplantation. 
If the costs of contracting away from either of these defaults—either opting in or 
opting out—are minor (as it, in fact, is), then one might predict that the ultimate 
number of organs donated for transplantation would be roughly the same under 
either default. That is, the choice of default might have no effect on the supply of 
transplantable organs.

But there is persuasive empirical evidence to suggest that the choice of default does 
affect the number of donated organs (Johnson and Goldstein 2003). Here are the 
facts: 85% of Americans approve of organ donation and express an intention to donate. 
However, fewer than 50% have actually made a decision to donate, and only 28% have 
signed a donor card or in some other way made their intention explicit. Surveys in 
Germany, Spain, and Sweden have found that individuals in those countries have 
exactly the same feelings about donation and have done just as little about it as have 
those in the United States.

To see if they could explain these facts, Johnson and Goldstein conducted three 
experiments. In the first, they used an online survey with 161 respondents. Those par-
ticipants were told that they had recently moved into a new state and had to adopt a pol-
icy with respect to their organ donations. One-third of the respondents was told that 
the prevailing rule was not to be a donor but that they could opt in to become a donor. 
Another third was told that the prevailing rule was to be an organ donor but that they 
could opt out of that rule. A final third of the subjects was told that there was no default 
rule; the subject had to express a preference by opting into becoming a donor or opting 
out of being a donor.
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The results were revealing. Subjects’ donation rates were about twice as high when 
they had to opt out as when they had to opt in, even though the cost of expressing either 
option was the same.4 In the neutrality condition, 79% chose to donate, only slightly 
less than the percentage of respondents who chose to donate when there was presumed 
consent with opt out.5

These results would suggest that, all other things equal, and following the logic of 
libertarian paternalism articulated by Sunstein and Thaler, paternalism would argue 
for a policy of presumed consent with opt out, either because that conforms to indi-
viduals’ “true” preferences or that having a greater supply of donated organs is socially 
desirable.

Johnson and Goldstein also compared organ donation rates across European coun-
tries that differ according to whether they have presumed consent with an opt-out 
rule or no consent with an opt-in rule. The four countries that have an opt-in rule—
Denmark, the Netherlands, the United Kingdom, and Germany—have much lower 
donation rates, ranging from 4.25% in Denmark, to 12% in Germany, to 17.17% in the 
UK, to 27.5% in the Netherlands.

The six countries that have opt-out rules—Austria, Belgium, france, Hungary, 
Poland, Portugal, and Sweden—have much higher rates of donation, ranging from a 
low of 85.9% to a high of 99+%.

It does not appear to be the case that religion, total population, ethnic diversity, or 
income per capita are statistically significant explanatory variables for these stark dif-
ferences in actual donation rates.

finally, the authors also ran a regression in which the dependent variable was the 
actual number of donations (presumably scaled by population) and the independent 
variables included a dummy variable for whether the prevailing rule on donation was 
one of opt in or opt out. Their results were strong: “When donation is the default, there 
is a 16.3% increase in donation.”

Interestingly, beginning in the 1960s about two-thirds of the states adopted 
presumed-consent laws for some body-part donations, such as corneas, pituitary 
glands, and some tissues and organs. The 1987 Uniform Anatomical Gift Act adopted 
presumed consent for a limited number of body-part donations. However, the 2006 
Revised UAGA eliminated the presumed consent provision of the 1987 act and sub-
stituted a requirement of actual consent by the donor or immediate family members. 
About thirty-three states and the District of Columbia have passed the Revised UAGA 
but a few of them have retained presumed consent for corneas only (Orentlicher 2009).

4 The donation rate was 42% when respondents had to opt in and 82% when they had to opt out of 
presumed consent.

5 There is still a bit of a puzzle about why these rates are so dramatically different when the costs of 
opting in or opting out are equal. Johnson and Goldstein propose three possibilities: (1) respondents 
construe the default as a recommendation from policymakers; (2) accepting a default is virtually 
costless, while opting in or out is costly, and people seek to minimize their costs; and (3) the default is 
the status quo and people have a bias toward the status quo. Neither of the last two possibilities seems 
to explain the results of the neutrality version of the experiment.
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RCT argues that in some—perhaps, many—circumstances (especially those of low 
transaction costs) default rules do not matter to the efficient allocation and use of 
resources. In contrast, behavioral experiments demonstrate that default rules matter 
to choice: for whatever reason, most people follow the default rule in a given choice. 
As a result, where policymakers and others set the default may matter significantly 
to the choices that those facing the default make. As was the case with framing, peo-
ple may feel the illusion of choosing freely when, in fact, their choice has been partly 
determined by the default rule ( chapter 11 by Zamir and  chapter 12 by Korobkin in this 
volume).

2.3 Affective Forecasting

The recent literature on the psychology and economics of happiness has generated 
some remarkably interesting results that are, at several points, related to the behav-
ioral economics literature (Diener and Seligman 2004; Bronsteen, Buccafusco, and 
Masur 2010). One of those points of intersection has to do with “affective forecasting,” 
the human ability to predict future emotional states—that is, the pleasure or pain that 
some as-yet-unexperienced event or good will give us. The thrust of this literature is 
that we are very poor at these predictions (Gilbert 2008). for example, suppose that 
you love to read; it is your principal source of pleasure when you are not working. If you 
were asked to predict how you would feel if you lost your eyesight, you would no doubt 
predict that it would very significantly reduce your subjective well-being. However, if 
you were, in fact, to lose your eyesight, your prediction of a large negative impact on 
your subjective well-being would probably not be correct. There might well be a reduc-
tion in well-being after the initial loss of eyesight, but that reduction is not likely to be 
permanent. If most studies are to be believed, you will return to your preloss level of 
subjective well-being within a year and perhaps sooner (Brickman et al. 1978).6

Why are we so bad at forecasting the things that will give us pleasure and pain? We 
underestimate our ability to adapt to both good and bad events, which ability is very 
strong. Indeed, our ability to adapt is so strong that some psychologists have hypoth-
esized that each of us has a “set point” of happiness to which we eventually return 
whenever circumstances push us away from that setting—much as a thermostat causes 
the ambient temperature to return to a preset temperature whenever events cause the 
ambient temperature to deviate from that setting. No one is certain yet how that set 
point of individual happiness comes about—what, for instance, the roles of hered-
ity, environment, early life circumstances, and the like might be. It is, however, fairly 

6 There have been many confirming studies since 1978 (see Gilbert 2006). In most instances of both 
adverse and beneficent events, the loss or increase in subjective well-being has disappeared within 
twelve months, causing the level of well-being to return to its level before the (bad or good) event. But 
there have also been other studies that show that for some losses, such as those of a spouse or partner, a 
child, and a job, the loss in subjective well-being is large and the recovery is incomplete.
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certain that it is difficult to reset one’s happiness level to a permanently higher level. 
Doing so involves somehow recognizing the adaptive process and circumventing 
it (Seligman 2011; Dunn, Gilbert, and Watson 2011; Dunn and Norton 2013). If we do 
not take those steps to move our set point higher, then the only way in which we are 
likely to be able to have greater subjective well-being is to have ever more expensive and 
expansive experiences and goods, to get on what psychologists call the “hedonic tread-
mill,” in which to be happier, you have to keep going faster and farther (Schkade and 
Kahneman 1998; Kahneman et al. 2006).

There are important legal and policy implications of our difficulties with pre-
dicting the pleasure and pain that future events will give us. I shall consider two of 
those implications in section 3.2 below, those arising in criminal law and tort law. 
But there are other areas of law and policy in which considerations of our difficul-
ties with affective forecasting are important. for example, in the United States we 
allow victim impact statements (testimony by friends and relatives of a murder vic-
tim, say, about how the crime has and will affect their lives and emotions) to be made 
at a sentencing hearing in criminal prosecutions to determinate the degree of wrong 
perpetrated by the defendant. These statements have been found to be very influ-
ential in capital sentencing, even though the literature on predicting future emo-
tional states cautions against putting a great deal of credence in what the victims say 
(Blumenthal 2005). There are also implications for the legal treatment of euthanasia 
and physician-assisted suicide and advance directives about future medical inter-
ventions (Blumenthal 2005).

3 Behavioral Law and Economics

In this section I explore the implications of some findings from the behavioral litera-
ture for law. There has already been much writing on this topic. for example, Richard 
Thaler and Cass Sunstein have written persuasively on the role that gentle “nudges”—
as in the setting of default rules, as in the Save More Tomorrow program (Thaler and 
Benartzi 2004)7—can play in leading people to make welfare-enhancing choices.

A central purpose of the examples developed here is to suggest that while nudges 
are useful in some selected situations (as in increasing organ donations), they are not 
useful in many other situations. There are, that is, situations in which the deviations 
from the predictions of RCT discovered in the behavioral studies call for a much more 
intrusive intervention in private decision-making and a thorough rethinking of some 
core aspects of law (see also Bubb and Pildes 2014). for instance, there may be a much 
stronger case to be made in favor of hard shoves or even paternalism than economists 

7 “Save More Tomorrow” is a program in which employees agree to “allocate a portion of future 
salary increases toward retirement savings.” http://www.chicagobooth.edu/capideas/summer02/ 
savemoretomorrow.html.
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have heretofore been comfortable with (Zamir 1998; Zamir and Medina 2010, ch. 10; 
Conly 2013; and Willis 2014).

I consider two examples—the possibility of financial literacy education and the 
implications of difficulties in affective forecasting for minimizing the social costs of 
accidents and for deterring criminal activity.

3.1 Financial Literacy and the Limitations of  
Information Dissemination

The standard rational choice model of human behavior predicts that rational human 
beings will save and consume income at each point in time so as, roughly, to smooth 
out their consumption pattern over their lifetime. So, for example, if the typical pattern 
of one’s lifetime earnings can be expected to be low in one’s early years of employment, 
to rise to a peak in, say, one’s fifties, then to decline as one approaches retirement, and 
to go to zero when one retires, then a rational person will—again, roughly—borrow 
as a younger person so as to be able to spend more than one’s income (by, for example, 
taking out a mortgage on a house), save at some point in his middle age, and then dis-
save (by drawing down the savings so as to maintain the same preretirement level of 
consumption) when one’s working income stops.

Because rational people foresee most of these variations, they may not need sig-
nificant help in planning for them. Since the mid-1930s, however, the US federal 
government (through the Social Security Administration) has required almost 
95% of all working Americans to contribute to a plan to provide for their retire-
ment income (and to provide other benefits in the event of disability or death). 
In addition, the US government gives modest tax advantages to private individ-
ual savings for retirement (in a traditional Individual Retirement Account or a 
Roth IRA or the various supplemental plans—such as 401(k) and 403(b)(7) plans—
available through private and public employers).8 Despite the compulsory nature 
of the Social Security System and the generous benefits of the associated Medicare 
system (and the future funding problems of those programs), the general political 
stance toward them seems to be that they are safety nets meant to catch and sup-
port those who need modest help in planning against unforeseen contingencies. 
Most people are presumed to take their own steps toward their retirement and 
medical care.

8 These various plans for retirement planning are explained extensively at nearly every website 
for financial planning. See, for example, http://www.aarp.org/work/retirement-planning/ or 
https://www.fidelity.com/retirement-planning/overview?imm_pid=1&immid=00702&imm_ 
eid=e40582582&buf=999999&imm_pid=1&immid=00642&imm_eid=e12589691&buf=999999. 
The central point to note here is that there is a great deal of information available to individual 
decision-makers about their choices for saving for retirement.
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One of the most solid findings of the behavioral research is that people do not do a 
very good job of dealing with time in their consumption and saving decisions. They 
engage in hyperbolic discounting and myopic behavior, placing too much emphasis on 
current pleasure and undervaluing future costs. for example, the average American, 
who will retire at sixty-two and live to be eighty, has accumulated only about $45,000 
in savings for her retirement by the time she stops working (Schwartz Center for 
Economic Policy Analysis 2012).9 More than one-third of those over sixty-five in the 
United States retire on Social Security for their entire retirement income; more than 
half of retired married couples and nearly three-quarters of unmarried retirees in 
the United States get at least half their retirement income from Social Security (Social 
Security Administration 2013).10

There is other evidence, beyond the merely financial, that people do not do well in 
making current decisions that have future costs and benefits. for instance, almost 
one-third of all Americans today are obese, even though the evidence is that this extra 
weight can have dire health consequences later in life (Centers for Disease Control and 
Prevention 2012). Most people undervalue the future benefits of current exercise. They 
underestimate the future health costs of the current consumption of high-cholesterol 
foods, like red meat and cheese; of cigarettes; and excessive alcohol. They exaggerate 
the current pleasure and understate the future pain of taking addictive drugs, includ-
ing not just illegal drugs like cocaine and heroin but legal drugs like Oxycontin and 
Adderall.

Are there nudges that we can apply to help with these problems? Or do these prob-
lems require more serious shoves? One possibility is that people will do better with 
financial planning if they are given training to make them financially literate. This 
would involve teaching people about such things as compound interest and future val-
ues, discounting to present value so as to be able to compare current and future dollar 
amounts, annuities, the elements of financial risk, and the characteristics of various 
financial instruments (such as individual stocks, bonds, mutual funds, and the like).

There is certainly a need for this teaching. Annamaria Lusardi and Olivia Mitchell 
have studied financial knowledge for years (Lusardi and Mitchell 2009). They recently 
reported that a financial literacy test was administered to US adults 50 years and older. 
The adults were asked to answer the following three questions:

9 The more detailed figures are even more startling. for the two lowest personal income quartiles 
(those with annual incomes of less than $27,500), the mean total savings for those who are fifty to 
sixty-four years of age in the lowest quartile are $16,034, with a median of $0; for those who are fifty to 
sixty-four in the next highest quartile, the median total savings are $21,606, with a median of $0. for 
those in the highest quartile (annual personal income of greater than $52,201) the mean total savings 
are $105,012, with a median of $52,000. for the purposes of rough accounting, most financial planners 
suggest total savings equal to twenty times one’s annual income on the eve of retirement as a prudent 
amount.

10 It is worth noting that those who are eligible for Social Security in the United States also receive 
health benefits from Medicare, the federal-government-sponsored provider of hospitalization, routine 
physician care, and drug services. There is a modest and progressive charge for those services, but the 
value of those health benefits is considerably larger.
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 1. Suppose you had $100 in a savings account and the interest rate was 2% per year. 
After 5 years, how much do you think you would have in the account if you left 
the money to grow: more than $102, exactly $102, less than $102?

 2. Imagine that the interest rate on your savings account was 1% per year and infla-
tion was 2% per year. After 1 year, would you be able to buy more than, exactly 
the same as, or less than today with the money in this account?

 3. Do you think that the following statement is true or false? “Buying a single com-
pany stock usually provides a safer return than a stock mutual fund.”

Only about half of those given these questions could answer two of the three 
correctly.

Clearly, it would be better if people knew more about these basic matters of finance. 
They would consume and save more wisely; they might be less subject to financial chi-
canery; there might be fewer individual bankruptcies; and there might be less conten-
tion within families about financial matters (one of the principal sources of familial 
breakup). In addition, there is a strong positive correlation between financial literacy 
and personal wealth, and the relationship is probably causal, not merely correlational. 
Indeed, there is some recent evidence that variations in the degree of financial literacy 
is an important factor in explaining the large degree of income and wealth inequalities 
in the United States (Lusardi, Michaud, and Mitchell 2012).

Some states and the federal government have recognized the social value of increased 
financial literacy and have instituted programs directed at those who are thought 
to need to have that increased literacy. for example, the 2005 Bankruptcy Abuse 
Prevention and Consumer Protection Act (BAPCPA) “mandated that individuals seek-
ing bankruptcy protection must undergo a credit counseling course prior to filing for 
bankruptcy as well as a financial education course before receiving a discharge of their 
debts” (Jimenez et al. 2013, 453).11 The state of Illinois has encouraged school districts to 
institute financial literacy courses and has sponsored an online course available at the 
Department of financial and Professional Regulation website.

The feeling that more information will help people make better decisions is wide-
spread, natural to academics, and easy for broad political coalitions to support. And 
yet there is some evidence that information dissemination is not a very effective general 
regulatory strategy and, with respect to financial literacy, more expensive than benefi-
cial and not very effective (fernandes et al. 2013).

Omri Ben-Shahar and Carl Schneider (2011) have written a strongly persuasive 
critique of information dissemination as a general regulatory strategy. Mandated 
disclosure plans are expensive to comply with; consumers, who are presumed to ben-
efit from the information disclosures, find themselves overwhelmed by the amount of 

11 This article proposes a randomized controlled trial that will shed some light on whether these 
mandatory financial literacy courses have had a positive effect. The evidence on that effect has, to date, 
been ambiguous because there is no control group under BAPCPA: Everyone seeking bankruptcy 
relief and discharge must take the courses.
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information with which they must deal; consumers have a limited ability to retain the 
information in working memory (typically retaining no more than a third of infor-
mation disclosed to them); and the mandatory information can have undesirable 
unintended consequences—for instance, crowding out useful information, harming 
competition, and fostering inequity.

With respect to financial literacy, Lauren Willis argues that attempts to foster wider 
knowledge of financial matters have not been effective (Willis 2011). She argues that 
courses in financial literary have failed because they are expensive, and financial ser-
vices providers change their products frequently, making it necessary to revise courses 
frequently.

On the other hand, some scholars have found some modest benefits of financial lit-
eracy courses. One group recently reported that employer-delivered financial literacy 
information has generally been found to help employees make better financial deci-
sions. In part this is because the information is tailored to the needs of the particular 
employees and in part because the information is typically delivered at the particu-
lar time that a decision is being made (Clark, Morrill, and Allen 2012). Another group 
studied Junior Achievement12 members in Southern California who had been ran-
domly divided into those who received financial literacy training and those who did 
not. Both groups then went through a financial simulation. The savings rates of stu-
dents who went through the financial course twice were “four times higher after the 
education, they paid off their debt faster, and they spent considerably less on entertain-
ment and dining out” (Carlin and Robinson 2012, 306).

One unusual means of informing people about financial matters is video games 
(The Economist 2013). The Doorways to Dreams (D2D) fund, a Boston-based non-
profit organization that seeks to increase the financial literacy of poor and middle-class 
members, introduced a computer game in 2009 called Bite Club. The player of the game 
manages a bar for vampires and must fulfill orders for blood types for the customers 
while putting away enough money for retirement—on the theory that vampires are 
“undead” and will live forever. D2D recently reported a randomized control trial in 
which, first, all participants took a financial knowledge test. Then, half the partici-
pants played a game like Bite Club, and the other half read an instructional pamphlet. 
finally, both groups took a second test on financial knowledge. Both groups did better 
on the second test, with those who had read the pamphlet doing slightly better. D2D 
stressed that those who played the video game apparently learned almost as much as 
did those that read the pamphlet. Perhaps D2D is onto a more effective way to dissemi-
nate information.

The upshot of these various studies is that there are no simple nudges that seem to 
work to improve financial decision-making. Whether there are more intrusive regula-
tory devices or more clever methods, based on something like Bite Club, I do not know. 

12 Junior Achievement is a nonprofit organization in the United States and elsewhere founded 
in 1919 for teenaged boys and girls, who work with local businesspeople and organizations to learn, 
through realistic situations, about financial matters, business practices, and entrepreneurship.
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It could be that the new Consumer finance Protection Bureau (CfPB) will introduce 
some effective and novel means of helping consumers deal with financial matters 
(Levitin 2013).

3.2 Affective Forecasting in Tort Liability and Criminal Law

Subsection 2.3 above described the difficulties that human beings have with affective 
forecasting (predicting how future events will impact their subjective well-being). One 
implication of this finding is that left to their own devices, most people will make life 
plans and undertake actions and consume things that will not ultimately make them 
better off. And they may incur costs to avoid losses that they think will be catastrophic 
to their well-being but that would, in the event, prove not to be so devastating.

A related implication is that if people are prone to these errors and if, as seems to be 
the case, they do not necessarily get better at affective forecasting over time or through 
experience, then there may be a case for paternalistic intervention to ameliorate the 
disappointment that actual events bring to bear. That intervention might take the rela-
tively mild form of education (like that considered and rejected in the previous subsec-
tion); it might consist of discouraging people from buying some forms of insurance, on 
the theory that they will adapt to losses; or it might take the more aggressive form of a 
progressive consumption tax, under which luxury goods would have a higher marginal 
tax than nonluxury goods (frank 2000).

To show the deep problems that arise from these difficulties of affective forecasting, 
I consider two cases—damages for tortious injuries and deterrence against crimes.

Suppose that an accident has occurred. Someone has been injured and has brought 
a civil complaint against the injurer to recover damages. Suppose, finally, that on the 
issue of liability the jury has found for the plaintiff and now must consider the extent 
of the damages that the injurer-defendant owes the victim-plaintiff. If the plaintiff’s 
attorney has shown the jury a “day in the life” video of the extensive health care help 
that the plaintiff must now have in dressing, eating, going to the bathroom, bathing, 
and so on, then the jury is likely to award a far higher sum to the plaintiff than the 
extent of the injuries may warrant. The reason is that individual jurors may be engag-
ing in affective forecasting, asking themselves how they would feel if they had to suffer 
these injuries and indignities.

In thinking about how they would feel if the injuries happened to them, individual 
jurors are unlikely to recognize that they (and the plaintiff) would adapt to even these 
terrible injuries. As a result of these adaptation, their (and her) recovery in well-being is 
likely to occur within a year of the injury, restoring her state of subjective well-being to 
its preinjury level (or nearly so). By ignoring the fact of adaptation, jurors may tend to 
overcompensate tort victims (Bagenstos and Schlanger 2007).

There does not seem to be any straightforward corrective to this tendency to over-
compensate tort victims (assuming that is, in fact, what happens). Perhaps artful 
defense attorneys can find ways to work adaptation into their presentation to the jury 
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or to the judge, but to do so (“These horrific injuries aren’t really as horrible as you 
might think”) would seem to be churlish and might, therefore, backfire, leading to 
even larger awards to plaintiffs. Legislated damages caps or a schedule of damages may 
work in some contexts (they are administratively effective and send relatively clear sig-
nals to potential injurers), but without much deeper consideration of the matter, I am 
not convinced that they can alleviate the problems that affective forecasting creates 
for tort liability. Perhaps the most effective responses for potential injurers are to take 
more precaution ex ante or to avoid litigation by settling sooner and more generously 
than they might otherwise be inclined to do.

Consider now another legal issue involving affective forecasting—criminal 
deterrence. One of the main developments of the economics of crime and punish-
ment over the last forty years has been the elaboration of a comprehensive theo-
retical model of criminal decision-making and the empirical testing of that theory’s 
predictions. The literature is, of course, extensive and full of nuance, but it might be 
summarized as follows: Criminals are rational calculators; they commit crimes if 
they perceive the expected benefits to exceed the expected costs and refrain other-
wise; the evidence suggests that by raising the expected costs of crime, people have 
been deterred from committing crime; indeed, since the early 1990s there has been a 
dramatic fall in violent crime and a slightly less but also large decline in nonviolent 
crime at the same time that the prison population in the United States has soared.13

There has, however, been some dissent from this standard view. These dissents are 
in part premised on human difficulties with affective forecasting and in part on our 
well-established myopia with respect to the future (Cooter and Ulen 2012, 495–97; 
Bronsteen, Buccafusco, and Masur 2009). first, we do not appear to be much influ-
enced by the severity of criminal sentencing. If the punishment increases from, say, 
two years in prison to three years, the additional year has little effect on deterring crim-
inals, especially the young men who commit most violent crimes. David Lee and Justin 
McCrary (2005) demonstrated this fact in a remarkable study (see also Levitt 1998). 
The length of the sentence faced by a person who commits a crime increases sharply on 
the criminal’s eighteenth birthday. Consequently, the deterrence hypothesis predicts 
a sharp decrease in crime when juvenile delinquents turn eighteen. Lee and McCrary 
did a careful statistical analysis of florida arrest data and found no discontinuity in 
the probability of committing a crime at the age of majority. So, the longer punish-
ments when the criminal turns eighteen apparently are not deterring them from com-
mitting crime.14 This fact has a simple, powerful implication for an efficiency-minded 

13 In 1980 the US federal and state prison population was approximately 500,000. By 2010 it had 
risen to almost 2.5 million. Although that population has probably fallen slightly in the past several 
years, it is nonetheless true that in 2009 the United States had the highest incarceration rate (prisoners 
per 100,000 population) of any country in the world at 743 per 100,000 (Russia was second, at 577 per 
100,000). Additionally, even though the United States accounts for about 5% of world population, it has 
almost 25% of all the world’s prisoners. Cooter and Ulen 2012, ch. 12.

14 Nonetheless, Levitt (2004) estimates that approximately one-third of the decline in crime 
between 1991 and 2004 is attributable to the increase in incarceration between 1980 and 2004.
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criminal justice policy: Shortening sentences and redirecting expenditures away from 
prisons and towards police, which would decrease the severity of the punishment and 
increase its certainty, would probably deter more crimes at no more expense.

In a similar discontinuity-based study, Keith Chen and Jesse Shapiro looked at 
whether harsher prison conditions—determined by whether federal prison officials 
assigned a felon a higher security grade—reduce recidivism, all other things held equal. 
They found that “[i] nmates housed in higher security levels are no less likely to recidi-
vate than those housed in minimum security; if anything, our estimates suggest that 
harsher prison conditions lead to more post-release crime” (Chen and Shapiro 2007, 1).

These two studies raise questions about the deterrence aspect of imprisonment (its 
duration, harshness, and certainty), something that RCT-based law and economics has 
long assumed and has claimed to have found evidence for.

Paul Robinson and John Darley have argued that criminal law does not deter (2004a 
and 2004b). Let us be very careful about what the authors claim: They believe that the 
criminal justice system probably does deter crime, but they are very doubtful that 
criminal laws deter crime. They want to draw a distinction between such actions as the 
legislative manipulation of sentence length, which they believe does not have a deter-
rent effect, and such actions as increasing police patrols or the harshness of prison con-
ditions, which they believe might deter crime (Chen and Shapiro notwithstanding).

The authors base their contention on findings in the behavioral sciences. They write 
that for criminal law to have a deterrent effect on a potential criminal’s conduct choices, 
the “following three questions must all be answered in the affirmative:”

 1. Does the potential offender know, directly or indirectly, and understand the 
implications for him, of the law that is meant to influence him? That is, does 
the potential offender know which actions are criminalized by criminal codes, 
which actions are required, and which conditions will excuse actions which are 
otherwise criminal?

 2. If he does know, will he bring such understanding to bear on his conduct choices 
at the moment of making his choices?

 3. If he does know the rule and is able to be influenced in his choices, is his percep-
tion of his choices such that he is likely to choose compliance with the law rather 
than commission of the criminal offense? That is, do the perceived costs of non-
compliance outweigh the perceived benefits of the criminal action so as to bring 
about a choice to forgo the criminal action? (Robinson and Darley 2004a, 175)

Robinson and Darley argue that there is evidence that none of these premises is true. 
first, they report on surveys that they and others have conducted in different states about a 
limited number of legal rules to ascertain how well a random sample of citizens know pre-
vailing criminal laws. One survey found that in a survey of a “target population” (not the 
general population) of potential offenders, 18% of respondents had no idea what the sanc-
tions for several crimes would be; 35% said that they did not pay attention to what the sanc-
tion would be when considering a crime; and only 22% thought they knew exactly what the 
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punishment would be. So, the authors conclude that “people rarely know the criminal law 
rules.”

Robinson and Darley also point out that the overall rate of conviction for crimes is 
extremely low—approximately 1.3% of all crimes result in a conviction, and the chances of 
a convicted criminal’s receiving a prison sentence is about 1 in 100 for most offenses; “even 
the most serious offenses, other than homicide, have conviction rates of single digits.” 
Many in the general population may not know these facts. Rather, they may believe that 
the chances of being detected, arrested, and convicted are much higher and are, therefore, 
deterred from committing crime. But career criminals and their friends and relatives are 
likely to know how low the conviction and punishment rates really are.

One of the most intriguing points that Robinson and Darley make is that the duration of 
prison sentences may not have a deterrent effect. They note that people adapt fairly quickly 
to changed circumstances; for instance, there is evidence that within six months of incar-
ceration prisoners have returned to their preincarceration level of subjective well-being. 
And there is compelling evidence that in remembering experiences, we all suffer from 
“duration neglect”—that is, we do not accurately remember the duration of good or bad 
experiences (Kahneman 2011, 378–81). So, thoughts of imprisonment may deter those of 
us who have not been “inside” or known anybody who has been imprisoned, but perhaps 
those who have been imprisoned recall the experience as not as bad as they had anticipated.

4 Critiques of Behavioral Law and 
Economics

A few economists have urged caution in taking the conclusions of behavioral econom-
ics too far before additional work is done (Pesendorfer 2006; Levine 2012), but most 
economists have accepted that the field has contributed significantly to the under-
standing and prediction of economic behavior and probably will continue to do so.15 
Within the legal academy, behavioral law and economics has had a very large impact 
on law and economics. In part this is due to the long-held general suspicion of theoriz-
ing within the legal academy and especially to the more recent unhappiness among 
traditional legal scholars with RCT, which came into legal discourse in the baggage of 
law and economics.

However, there have been critics of behavioral economics, both within the eco-
nomics and legal fields. In this section I will, first, discuss how we might think of the 
anomalies in RCT’s predictions that have been highlighted by behavioral economics as 

15 Parts of the material in this section appear in Ulen, forthcoming. It is, I think, noteworthy that 
there is, to my knowledge, no textbook in behavioral economics. The field has not, so far, generated a 
comprehensive and coherent alternative to the standard microeconomic model. frank (2010) is one of 
the few microeconomics texts that includes extensive coverage of behavioral results.
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a part of the predictable life of a normal science (Cooter 2011). Second, I shall trace the 
outlines of the various arguments that economists have made in criticizing the behav-
ioral findings of consumer, producer, and investor nonrationality and its potential to 
disrupt markets. The gist of those criticisms is that even if there are nonrational actors 
in the marketplace, either rational traders can make money by arbitraging away their 
mistakes—thereby correcting the market impacts of the irrational traders—or the 
marketplace has corrective forces that signal nonrational actors about their mistakes in 
palpable ways, leading to corrections.

Next I will survey the criticisms of behavioral law and economics that have been 
made by legal scholars, principally those made by Judge Richard Posner and Professors 
Greg Mitchell and Jon Klick.

I conclude with a brief account of an important philosophical criticism of regulatory 
intervention based on behavioral insights.

4.1 RCT and Behavioral Economics as Part of  
the Predictable Course of a Normal Science:  
“It Takes a Theory to Beat a Theory”

One criticism that is frequently heard is this: Because behavioral economics has not yet 
provided a coherent and complete account of human choice, we should stick with RCT, 
which has provided such a complete account. Or “It takes a theory to beat a theory.” 
That criticism seems to me to be wrong. Not only is it unhelpful and potentially very 
damaging; it also ignores the process by which normal science advances.

Any “normal science” has a prevailing “paradigm,” as Thomas Kuhn memorably 
called it (Kuhn 1996). That paradigm or standard model contains the science’s best cur-
rent explanation for the real phenomena that the science seeks to understand. Those 
adept in a given field are familiar with this paradigm or standard model, having learned 
it as part of their preparation for the profession; their scholarly work largely consists of 
refining that model, both theoretically and empirically; and an important part of their 
work is to teach that model to their students, sometimes including a discussion of the 
shortcomings of that model. Some of those students will train to become adept in the 
field themselves, demonstrating their abilities in dissertations and subsequent scholar-
ship that extends the standard model or explores some of that model’s shortcomings 
(although this latter is a riskier strategy for getting a position in the field).

Because the paradigm is, like all theories, a simplification of the perceived complexi-
ties of the real-world phenomena that a science seeks to explain and predict, it is inher-
ently incomplete. The theory simply cannot have a one-to-one correspondence to the 
real phenomena that it seeks to explain. Inconsistencies between theory and reality 
necessarily exist, both because of the possibility of errors in the theory and because of 
mismeasurement of data. Much of the valuable scholarship in a field consists of clear-
ing up the gaps in the standard model, explaining seeming inconsistencies, extending 
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the model to new phenomena (or historical phenomena), and subjecting the model to 
new data.

Kuhn explains that any normal science has these “anomalies” (what I called incon-
sistencies between observation and the paradigm). These anomalies can sometimes be 
incorporated into the standard model. But in other instances these anomalies pile up, 
making it more and more difficult to amend the standard model so as to accommo-
date them without the model’s becoming exceedingly complicated and clumsy. At that 
point, someone typically develops a new paradigm that incorporates all the anoma-
lies that sank the old paradigm but does so in a far less complicated and more elegant 
manner.16

My strong sense is that behavioral economics and RCT are engaged in a struggle 
like that of the geocentric and heliocentric theories of our planetary system. There 
have been attempts by RCT to accommodate the anomalies found by Kahneman, 
Tversky, and others. But my impression is that those accommodations are ad hoc 
rather than general, as I shall indicate in the following section. I further sense that 
the weight of the anomalies within RCT is increasing and that a new paradigm is 
coming.

Having said all that, I think that it is also possible that we shall discover in the future 
that there are some people for whom and some circumstances for which rational choice 
is a fine descriptive and predictive theory. In addition, it is possible that we shall dis-
cover better ways in which to influence choice architecture (as Thaler and Sunstein 
helpfully call it) and alternative methods of decision-making (computers serving as 
diagnostic physicians; the “wisdom of crowds”; and the like) so as to more frequently 
enjoy the welfare-enhancing benefits of rational choice.

4.2 Criticisms of Behavioral Economics by Economists

The rise of behavioral economics has been greeted with mixed emotions by profes-
sional economists. On the one hand, the elaboration of the theory of rational choice has 
been one of the great accomplishment of modern microeconomics and is at the core of 
a modern graduate education in microeconomics. On the other hand, behavioral eco-
nomics is a remarkably vibrant and interesting scholarly innovation that has been rec-
ognized by the award of a Nobel Prize in Economic Sciences to a psychologist, Daniel 
Kahneman, in 2002.17

16 Kuhn contends that there are no metrics, other than simplicity and elegance, by which to 
evaluate succeeding paradigms in a given field. The complicated theory of a geocentric planetary 
system and the elegant theory of a heliocentric planetary system can both be consistent with all 
observations. This strikes me as wrong: There are better and worse paradigms—at a minimum, the 
better paradigm predicts real phenomena better.

17 Of course, Herbert Simon won the Nobel Prize in 1978 for, among other things, his work on 
bounded rationality, particularly within business organizations. See Simon’s Nobel Prize lecture 
(Simon 1978).

 



THE IMPORTANCE Of BEHAvIORAL LAW   113

In a sense, these two competing accounts of human decision-making are incom-
patible. That fact has put the profession into a quandary in which many feel that they 
must choose one or the other of these accounts of human decision-making. And once 
having done so—the behavioralist is quick to note—an economist, like everyone else, 
is subject to the confirmation bias (Hastorf and Cantril 1954; MacCoun 1998; O’Brien 
and Ellsworth 2006)  and, therefore, has an incentive to discount information that 
is favorable to the other view and to exaggerate the importance of information that 
favors her view.

More significantly, the rise of behavioral economics has induced rational choice the-
orists to push back. That has involved one of two general lines of criticism of behavioral 
economics. In the first, the rational choice theorist tries to show that RCT is, in fact, 
aware of and consistent with the behavioral point. for example, she might note that 
most people are well aware of their own cognitive shortcomings and seek to avoid being 
put in situations in which those shortcomings can harm them. Some people know that 
they have difficulty making a commitment to awaken at a particular time in the morn-
ing and, so, place the alarm clock across the room so that they will have to get out of bed 
to stop the noise. Presumably, they know that once up to walk across the room to shut off 
the alarm, they had better stay up and get ready to go to work or to their appointment.

The second line of criticism suggests that the behavioral analysis has missed the 
important fact that decision-makers may learn the value of more rational behavior 
through experience and, importantly, that the competitive market may be a significant 
device for inducing more rational behavior. for example, in an important early article 
on these matters, Gary Becker (1962) argued that even if there are irrational traders in 
a competitive market for goods or services, rational traders will determine the market 
price by trading at the margin and by arbitraging away any deviations from marginal 
cost pricing. As a result, even if there are a large number of irrational traders, Becker 
demonstrated, demand and supply curves will still have their respective downward- 
and upward-sloping characteristics.18

More recently, John List (2003, 2006)  and List and Millimet (2008) have elabo-
rated and extended Becker’s argument by using results of field experiments to show 
that behavioral deviations from the predictions of RCT may be corrected in normal 
markets.

In the first of his articles, List studied the behavior of professional and ordinary trad-
ers at sports card memorabilia shows and at collector pin trading meets. He describes 
his results as follows:

first, [] I observe a significant endowment effect in the pooled data. Second, I find 
sharp evidence that suggests market experience matters: across all consumer types, 

18 List and Millimet (2008) confirm Becker’s theoretical finding with very carefully designed 
experiments involving market trades by children between the ages of six and eighteen. “Empirical 
results generated from observing more than 800 experimental subjects indicate that (i) only about 31% 
of agents exhibit behavior consistent with rational choice theory, and (ii) market experience facilitates 
the development of such behavior” (2).
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marketlike experience and the magnitude of the endowment effect are inversely 
related. In addition, with the group of subjects who have intense trading experience 
(dealers and experienced nondealers), I find that the endowment effect becomes 
negligible..  .  . [T] hese empirical results certainly suggest that individual behav-
ior converges to the neoclassical prediction as market experience intensifies. (List 
2003, 42–43)

List recognizes that there are at least two possible explanations for the lessening 
of the endowment effect among those with significant market experience: (1) market 
experience itself lessens the effect, or (2) they have, prior to coming to the market, pref-
erences that exclude the endowment effect and, as a result, they trade more often. By 
returning to the same sports card markets one year after his initial investigations and 
examining the trading rates for the same subjects who had participated in the prior 
investigations, he concludes that “market experience significantly attenuates the 
endowment effect” (List 2003, 43).

This criticism of the endowment effect has been answered persuasively. In partic-
ular, there is no endowment effect when goods are held for exchange—such as com-
mercial stock and the sports cards in the dealers’ hands in List’s studies—rather than 
for use. Otherwise, in buyer-seller relationships the parties’ respective endowment 
effects would have canceled each other out (see  chapter 12 by Korobkin in this volume). 
Moreover, in a subsequent study, Haigh and List (2005) compared decisions made by 
undergraduate students and professional futures and options pit traders recruited 
from the Chicago Board of Trade. Their data suggested that “professional traders 
exhibit myopic loss aversion to a greater extent than students” (523).

In a further series of experiments, List (2006) explored the extent to which prosocial 
preferences were influential in actual market behavior. (Laboratory and field experi-
ments suggest that prosocial behavior is far more common than RCT would seem to 
suggest. See  chapter 8 by Stout in this volume.) He finds that prosocial behavior is much 
less common in actual market transactions unless sellers have reputational concerns, 
which are likely to arise because of repeat dealings with local buyers. He also finds that 
when quality-monitoring practices are readily and inexpensively available, reputa-
tional concerns are more common—that is, that quality-monitoring technology and 
reputation are complements.

Levitt and List (2007 and 2008) have also had a slightly different line of attack on 
behavioral economics. Behavioral insights have largely (but not exclusively) come from 
carefully designed laboratory experiments. Levitt and List have cautioned about draw-
ing inferences about real-world behavior from lab experiments. This is because

behavior in the lab is influenced not just by monetary calculations, but also by at 
least five other factors: (1) the presence of moral and ethical considerations; (2) the 
nature and extent of scrutiny of one’s actions by others; (3) the context in which 
the decision is embedded; (4) self-selection of the individuals making the decisions; 
and (5) the stakes of the game. (Levitt and List 2007, 154)

As an example, they contend that the finding that prosocial behavior is far more 
common than RCT might be said to claim is, perhaps, a fiction of the lab setting:
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[M] any real-world markets operate in ways that make pro-social behavior much 
less likely. In financial markets, for instance, the stakes are large, actors are highly 
anonymous, and little concern seems to exist about future analysis of one’s behav-
ior. Individuals with strong social preferences are likely to self-select away from 
these markets, instead hiring agents who lack such preferences to handle their 
financial dealings.

There is much more bark than bite to these criticisms from economists. Some of 
them have been answered by experimental and field studies that show the effects of 
cognitive and judgmental biases in the real world (Camerer 2000; Dellavigna 2009).19 
Many of them are not at all incompatible with the central findings of behavioralists. 
for instance, it would not surprise anyone familiar with behavioral law to discover that 
careful experiments find that greater market experience ameliorates some RCT devia-
tions in some people. Nor is there anything controversial about cautioning scholars not 
to draw inferences too quickly from laboratory experiments about real-world behavior 
( chapter 5 by Engel in this volume). Anyone familiar with empirical work would second 
that caution. The answer to some of these criticisms, in short, is to do more and even 
better scholarship.

4.3 Criticisms of Behavioral Law and Economics from  
the Legal Academy

When comprehensive reexaminations of law and economics through behavioral find-
ings began to appear in the scholarly legal literature (for example in Jolls, Sunstein, 
and Thaler 1998 and Korobkin and Ulen 2000), they received an enthusiastic recep-
tion. In part this enthusiasm arose from the fact that a large number of legal scholars 
disliked law and economics and saw behavioral studies as a means of attacking law and 
economics (Kelman 1979). Others welcomed the findings, believing them to be a poten-
tially significant advance in our understanding of how decision-makers might respond 
to legal rules and standards.

Among those legal scholars who were less enthusiastic about behavioral law and 
economics was Richard Posner. In a reply to Jolls, Sunstein, and Thaler, Judge Posner 
(1998) contended that the authors (and the field, generally) used the word “irrational” 
to describe something that was better described as a mere preference. for example, 
Jolls, Sunstein, and Thaler described fear of flying as “irrational” because a clear-eyed 
view of the risks of that mode of travel, by comparison to the risks of alternative modes 
of travel, suggests that a rational person would not be fearful of flying. Posner sug-
gested calling a “fear of flying” a taste or preference without the pejorative “irratio-
nal” attached. Similarly, economics has long taken voting in a democratic election to 
be “irrational,” given the vanishingly small probability that one’s vote could influence 

19 I am extremely grateful to Eyal Zamir for making this point and providing these references.
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the outcome—that is, that the costs of voting almost certainly exceed the benefits. But 
Posner suggested that whether to vote may simply be a matter of taste and that a far 
more interesting research agenda is not to explain why people vote but rather to explore 
any systematic differences in the desire to vote—for example, to see if the old vote more 
than the young, the retired more than the unemployed, and so on.

Posner went on to suggest that much of the other examples of irrational behavior 
given by Jolls, Sunstein, and Thaler are easily incorporated within a rational choice 
framework. for example, RCT can and has treated bounded rationality or “limited 
computational power” as simply another constraint (like those of income, wealth, and 
time) within which rational individuals maximize. Similarly, he suggests that RCT can 
accommodate hyperbolic discounting as a response to uncertainty and information 
costs.20

Posner further contended that RCT is flexible enough to accommodate other puzzles 
that behavioral economics has uncovered. for example, rational choice may explain 
behaving in what appears to be an altruistic manner—a strictly non-self-interested 
way—as the result of interdependent utilities (that is, that my well-being depends, per-
haps in very large part, on my children’s and grandchildren’s well-being).

The one behavioral insight that Posner found genuinely puzzling for RCT is weak-
ness of will (akrasia), such as “refusing to keep chocolate in the house because of a fear 
of not being able to overcome temptation.” Posner contends that the only way in which 
RCT can accommodate this sort of puzzle is to abandon the view that the self is a unity 
in favor of the conception of multiple selves. He went further: Each of these multiple 
selves may be rational (in the sense of having transitive, well-ordered preferences) but 
that some of the selves’ preferences are inconsistent with those of other selves. The 
“present self” may prefer, for example, to snack on chocolates today while the “future 
self” realizes that snacking on chocolates today may lead to health issues in the future 
and would, therefore, prefer not to indulge in eating today that may be detrimental to 
well-being in the future. My present self may prefer to luxuriate on the couch today; my 
future self may prefer that I exercise for thirty minutes today.

There are, naturally, deep issues involved in identifying how many of these multiple 
selves there are, how they reach an accommodation among themselves to take action 
today or plan to do something next August. But Posner is surely right in suggesting that 

20 RCT seems to imply that in discounting future costs and benefits to present value, individuals 
use an idiosyncratic (depending on their tastes for risk and immediate versus delayed gratification) 
but constant discount rate. So, for example, I generally prefer $10 today to $10 in thirty days. The rate at 
which I would calculate the present discounted value of $10 in thirty days is the same rate that I would 
use to compare $10 in forty-five days to $10 in fifteen days. However, in many experiments, individuals 
seem to use different discount rates depending on how distant the reward is and the relative size of the 
immediate versus the future reward. “Hyperbolic discounting” refers to the empirical observation that 
people prefer smaller amounts received sooner to larger amounts received later. If, however, people 
are put to a choice between two distant (in time) payoffs, they apparently prefer the larger. Lee fennell 
gives this example: Prudence says that she would prefer $105 in 366 days to $100 in 365 days but that she 
would prefer $100 today to $105 tomorrow.
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there are these internal conflicts within humans and that a sensible research project is 
to begin to get at a clearer understanding and set of predictions about human behavior 
in terms of these multiple selves.

finally, Posner was bothered by the fact that Jolls, Sunstein, and Thaler and the field 
of behavioral law and economics did not seem to have any clear predictions about 
behavior. “It is profoundly unclear what ‘behavioral man’ would do in any given situa-
tion.” Indeed, he suggested that such predictive theory as they have “seems perilously 
close to the abyss of non-falsifiability.” So, when people act rationally, Jolls, Sunstein, 
and Thaler do not treat this as contradicting bounded willpower. Nor do they have an 
explanation or prediction about why and when some people resist temptation.

There is much more of interest in Posner’s critique. Of the many fascinating things 
that he has to say I am particularly intrigued by his suggestion that we should look to 
evolutionary biology to explain some of the seemingly odd, unconscious behaviors that 
behavioral economics has identified. for example, the facts that altruism is rewarded 
and failure to cooperate punished may be due to hardwired accommodations incorpo-
rated into human behavior when we lived in small groups.

I do not disagree with the thrust of much of Posner’s critique of Jolls, Sunstein, and 
Thaler. But I think that the distance between his views and those of someone sympa-
thetic to behavioral law and economics is not nearly so great as might seem to be the 
case. Thus, I do not think that Posner’s suggestion that investigators look to evolution-
ary biology for an explanation of hardwired decision-making algorithms that lead us 
astray in the modern world is inconsistent with anything in behavioral law and eco-
nomics. Moreover, that suggestion picks up on an important point made by Owen 
Jones (2001) regarding the difference between being able to affect behavioral changes 
that are hardwired (the product of relatively slow-moving evolutionary change) and 
those that are softwired (the product, say, of environment and culture).21

Moreover, I think that Posner’s suggestion that behavioral economics is in danger of 
becoming a “just so” story—much as RCT has become—is a very powerful criticism. 
One of the early criticisms of RCT was that it was tautological: Every behavior, no mat-
ter how counterintuitive or loopy-seeming, was the result of some rational choice; it 
was the investigator’s task to figure out how. So, if people behave rationally and you see 
a good friend walking through the mall clucking like a chicken and flapping his arms 
as if they were wings, your presumption should be that there is some rational explana-
tion for this—for example, that he has lost a bet. But a tautology loses explanatory and 
predictive power because it is always, by definition, true.

Similarly, Posner is correct that behavioral law is as yet incomplete in that it can-
not explain and distinguish rational behavior and nonrational behavior, nor why some 
people are rational with respect to some aspects of their lives and nonrational with 
regard to others, while others are nonrational most of the time and yet others are ratio-
nal most of the time.

21 But see Leiter and Weisberg 2010. I am grateful to Eyal Zamir for this reference.
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Greg Mitchell (2000, 2003, and 2009,  chapter 7 in this volume) and Mitchell and 
Jon Klick (2006) have made some important criticisms of behavioral law. Mitchell’s 
chapter in the volume restates and refines those criticisms that he has made earlier. 
Nonetheless, I want briefly, first, to summarize those earlier criticisms and second, 
respond to them.

Mitchell’s earlier articles made four points against the then-emerging behavioral 
legal literature. first, he argued that the psychological literature did not “support the 
bleak and simple portrait of pervasive irrationality painted by these scholars” (Mitchell 
2002, 1907). Second, neither the behavioral literature nor the RCT literature provides 
a complete or fully accurate picture of human decision-making. Both accounts are 
flawed, and it would be a mistake, therefore, to choose one account over the other as 
one’s guide to describing and prescribing behavior (Mitchell 2003, 72). Third, and most 
importantly in my judgment, Mitchell notes that “individuals differ greatly in their 
propensities to act rationally and that situations differ greatly in their propensities to 
elicit rational behavior from individuals” (Mitchell 2003, 73).22 fourth, Mitchell (2009) 
demonstrates that our first-order thoughts—our initial reactions—may well lead to 
biased outputs but that they are frequently corrected by our second-order thoughts. 
That is, we sometimes—perhaps often—stop and think before going with our initial 
intuition.23 Mitchell suggests, intriguingly, that law is a “cognitive force operating in the 
form of both conscious and unconscious second thoughts” (Mitchell 2009, 689) that 
already prevents the errors and misjudgments of System I thinking from directing our 
actions inappropriately—as, for example, when it prevents us from giving behavioral 
effect to our prejudicial first impressions (see also Alter et al. 2007).

I think that all four of these points of criticism are important and deserving of 
thoughtful responses. I sense that the first and second points are not as strong as the 
final two. I doubt that anyone who takes behavioral law seriously will quibble with 
Mitchell’s contention that we need to do more work to learn more about individual 
differences in degrees of cognitive and judgmental errors and contextual effects on 
decision-making effectiveness. Nonetheless, I think that we already know more than 
enough about human decision-making foibles to make it inappropriate, to say the least, 
to premise our descriptions and predictions about behavior on RCT.

Mitchell and Jon Klick (2006) make two additional (closely related but distinct) criti-
cisms of behavioral economics as a basis for policy. The first is that to the extent that 
governmental policymakers devise law to prevent individuals and organizations from 

22 See also the appendix to that article, at 139–67, in which Mitchell summarizes the psychological 
literature on how decision-making is affected by such factors as sex differences, cognitive dispositions, 
cultural differences, developmental differences, the decision-maker’s role, and repeated play.

23 Second thoughts are an example of “metacognition,” or “thinking about one’s thoughts.” The 
article uses the notion of second thoughts to criticize the contention of the Implicit Association 
Test (IAT), “which can supposedly detect prejudice and stereotype operating at the unconscious, or 
implicit, level.. . . This research supposedly reveals that the great majority of Americans implicitly 
associate many historically disadvantaged groups with negative attributes and historically advantaged 
groups with positive attributes.” Mitchell 2009, 691.
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making cognitive errors and misjudgments, they are removing incentives to learn. We 
learn importantly from our own and others’ mistakes. If regulators prevent us from 
making mistakes, then our learning to do better when not so protected and our moti-
vation to look carefully before following a particular decision-making path are attenu-
ated—to our detriment. The second point draws out an implication of the first point to 
suggest that paternalistic policies may encourage morally hazardous behavior. That is, 
if we believe that governmental policies protect us from our own carelessness, then why 
should we take care? Why should we seek to inform ourselves about, for example, the 
health consequences of tobacco smoking or of failing to exercise or of being obese?24

Mitchell and Klick’s criticisms are worth taking seriously—but with the following 
caveat. At the moment their points are hypotheses about the unintended bad things 
that might flow from regulation and other policy interventions that take their justifica-
tion from behavioral findings. There is, however, compelling evidence that bad things 
happen to individuals and organizations as a result of cognitive and judgmental biases. 
By contrast, Mitchell and Klick point out some previously unremarked possible costs 
that ought to be set against the benefits of regulating to minimize the costs of behav-
ioral biases. for their conjectures to have an influence, it must be the case that those 
costs must be real and that they are greater than the benefits of regulating. There is, to 
my knowledge, no empirical evidence on these matters. Until that evidence is forth-
coming, we should, as always, be cautious and prudent in our regulatory policies pre-
mised on behavioral findings, but we should not be chilled from proceeding to regulate 
when the benefits of doing so are significant.

4.4 A Philosophical Criticism of Regulation Based on 
Behavioral Economics

A slightly different criticism of intervention into individual decision-making on the 
basis of behavioral insights comes from the philosophical literature on personal auton-
omy (Spector 2012). That literature began with Plato’s and Aristotle’s discussions of the 
role of self-direction in defining the good life, the life well-lived. Aristotle held that our 
rational natures should take the lead in directing our lives—in particular, that reason 
should control our passions and desires.

That literature has, obviously, developed considerably in the succeeding 2,500 years. 
Nonetheless, the issues sounded by Plato and Aristotle have continued to be at the 

24 Mitchell and Klick (2006, 1662–63) urge that if policies are to be made on the basis of behavioral 
findings, they be made by legislators, not courts, on the ground that legislatures are better than courts 
at “consider[ing] competing values and marshal[ing] the evidence relevant to optimal institutional 
design.” I truly wonder at this. Legislatures are notoriously in the grip of well-funded interest groups, 
which fact can lead legislators to undervalue general public well-being in favor of the interests of those 
who bring resources to help the legislators’ reelection aspirations.
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center of that literature—for example, whether reason is the master of the passions or, 
as Hume contended, their slave.

The relationship of this literature to the subjects considered in this essay is this: If personal 
autonomy is an independent value for which individuals strive and that governmental policy 
ought to foster, then that fact may argue for individuals’ being allowed to make their own 
mistakes, to live their lives under their own direction (terms that require exploration) with 
protection only against fraud, harm to others, and catastrophic consequences for themselves.

We can even approximate this feeling of autonomous well-being today with the help 
of pharmaceuticals that relieve us of the anxiety and stress of life. Does the notion of an 
independent, self-directed life mean a life in which the individual experiences all the 
highs and lows of life unmediated by drugs?

5 Conclusion

When these matters are all taken into account, how does behavioral law fare? My belief 
is that behavioral law is one of the most important developments—and probably the 
most important—in legal scholarship of the modern era. Even if pre-1980 legal schol-
arship did not know of RCT, it had, nonetheless, enthusiastically embraced the view 
that law addressed the “reasonable man or woman.” There is now a great deal of evi-
dence to warrant being skeptical of the proposition that reason is directing our own 
steps or those of our fellow human beings. There is, clearly, a cost to this fact: People 
are not as well-off as they would be if they behaved more reasonably. Law—by tak-
ing due account of these predictable, routine deviations from rationality—can better 
influence behavior to realize both social goals and to help individuals better enhance 
their well-being. Clearly we do not yet know as much as we will or should about human 
decision-making, and we are novices at figuring out when and how to intervene in 
individual decision-making on behavioral grounds. It is true that we should be cau-
tious and prudent in intervening. Nonetheless, we do know enough already to know 
that premising our analyses on the assumption that human beings are always rational 
decision-makers is a mistake, both analytically and practically.
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CHAPTER 5

BEH AV IOR A L L AW A N D ECONOM IC S
Empirical Methods

CHR ISTOPH ENGEL

1 The Landscape

Eventually, all law is behavioral (for a predecessor paper see Tor 2008). In a 
forward-looking perspective, this is obvious. In this perspective, law is a gover-
nance tool (see Posner 2011). All the law is potentially able to achieve is a change in 
human behavior. Of course, not all lawyers agree with this mission statement. In a 
backward-looking perspective, the critical issue is attribution. The minimum require-
ment for attribution is possible cause. A person has possibly acted in some way, and 
this has possibly led to detriment. Whether the person has actually acted is a behav-
ioral question. Usually the law is not content with mere causation and requires intent 
or negligence. That makes the behavioral dimension even more prominent. Of course 
the person may be a legal person, for example, a firm. Then the additional complexity 
resulting from the presence of a corporate actor must be handled (Engel 2010). Still the 
core of the matter is how the law should react to some course of behavior. finally, in 
a deontological perspective, the law emanates from and impacts on moral intuitions 
prevalent in society. Whether individuals truly hold a purported moral intuition, and 
how these intuitions and explicit legal rules interact, is another behavioral issue (Zamir 
and Medina 2011).

In two areas of law, a behavioral perspective has a long tradition. Law and psychol-
ogy scholars for long have studied psychology in the courtroom. Criminologists have 
long tried to understand why there is crime and how it can be mitigated by crimi-
nal law. Behavioral law and economics is a more recent phenomenon (see the pro-
grammatic book by Sunstein 2000). As law and economics in general, it adopts an 
individualistic perspective. Legal rules are understood (and often explicitly modeled) 
as changes in the opportunity structure. The overall research question is explain-
ing actions of individuals by their reaction to this opportunity structure. Behavioral 
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law and economics deviates from traditional law and economics by the assumptions 
about the driving forces of individual action. In the standard framework, individuals 
have well-defined and well-behaved preferences, they know everybody else’s prefer-
ences, and they dispose of unlimited cognitive abilities. In line with the behavioral 
approach to all economics, behavioral law and economics relaxes these assumptions. 
It allows for richer utility functions, and in particular for social preferences. Actors 
are no longer assumed to exclusively care about their own well-being. Behavioral law 
and economics is also open to a panoply of cognitive effects, and investigates in which 
ways legal institutions reflect or mitigate them. Behavioral law and economics also 
adopts a broader topical scope than the two older behavioral traditions. It focuses on 
the behavioral foundations of all law, and in particular of private and public law.

Most behavioral lawyers are consumers of scientific evidence. They, for instance, 
capitalize on the heuristics and biases literature in cognitive psychology (for a sum-
mary account, Kahneman and Tversky 2000) and investigate its implications for the 
interpretation and the design of the law. Most of these contributions come out in the 
law reviews (e.g., Rachlinski 2011). Sometimes a broader theme leads to a monograph. 
I have for instance argued that, taking the existing behavioral evidence into account, 
human behavior seems utterly unpredictable. This points to a neglected purpose of 
legal intervention. Rather than taming socially undesirable motives, through institu-
tional intervention the law makes behavior predictable and thereby social interaction 
meaningful (Engel 2005).

In many dimensions, the existing behavioral evidence is rich and differentiated. 
Lawyers have no reason to reinvent the wheel. Yet not so rarely a lawyer is unable to 
spot the evidence she needs for her normative business. There are two main reasons 
why a neighboring discipline has not delivered. The lawyer may want to know whether 
a general effect also holds under the specific conditions the law aims to address. Or 
the specific behavioral effect the lawyer suspects to be critical has just not been on the 
screen of psychologists or economists. In such situations, legal scholars would ideally 
wish to generate fresh behavioral evidence. This of course requires expertise in empir-
ical methods, or collaboration with colleagues who have this training. It is a happy 
coincidence that the empirical legal movement is growing so rapidly these days. Many 
believe that the movement has chiefly been ignited by the availability of big data. 
Not all empirical law is behavioral. But a substantial fraction is, and it benefits from 
mounting interest in the empirical foundations of doctrinal or legal policy argument.

Sometimes, trained lawyers publish in the psychology (e.g., Simon et al. 2004) or 
in the economics journals (e.g., Zeiler and Plott 2005). Sometimes, fresh behavioral 
evidence is the core of a law review article (e.g., Buccafusco and Sprigman 2011). Yet 
the typical outlet for lawyers’ efforts at generating new behavioral evidence is the 
peer-reviewed legal journals. If the paper is written in the psychological paradigm, 
and uses the methods prevalent in psychology, there are two specialized journals, 
Psychology, Public Policy & Law, and Law & Human Behavior. The former has a slightly 
broader focus and publishes papers from all subfields of law. It is particularly interested 
in contributions with direct policy relevance. The latter journal specializes in the two 
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intersections between law and behavioral research with the longest tradition: crimi-
nology and forensic psychology. In principle, all of the many criminology journals are 
open to behavioral evidence on crime and criminal law. This in particular holds for the 
flagship journal Criminology. Two journals are particularly relevant since they focus on 
one empirical methodology, the Journal of Experimental Criminology and the Journal 
of Quantitative Criminology.

These specialized outlets notwithstanding, scientific empirical evidence is closely 
tied to law and economics. All the relevant peer-reviewed journals also publish behav-
ioral evidence, the Journal of Law and Economics, the Journal of Law, Economics and 
Organization, the Journal of Legal Studies, the American Law and Economics Review, 
the International Review of Law and Economics, and the Review of Law and Economics. 
The same holds for the newly founded Journal of Legal Analysis. Yet in all these jour-
nals, empirical contributions compete with theory and policy papers. This is different 
with the Journal of Empirical Legal Studies (hereinafter JELS). The journal is entirely 
devoted to empirical contributions. In the following paragraphs, I focus on this jour-
nal since this generates the most accurate portrayal of the emerging discipline.

The journal was founded in 2004. In the first nine years of its existence, it pub-
lished a total of 227 articles. Seventy-seven can be classified as behavioral.1 This 
makes 33.92% of all publications. figure 5.1 shows that, a slight drop in 2012 not-
withstanding, the number of behavioral publications has been steadily growing over 
time, in both absolute terms and relative to the total number of publications in the 
respective year.

Thirty-two behavioral papers deal with a question of private law. Twenty-seven cover 
an issue from criminal law. Public law has only attracted five publications. The remain-
ing 13 papers are not focused on one subdiscipline of law in particular.

Empirical scholars have been much more interested in motivation (57 publications) 
than in cognition (20 papers).

Publications are strongly US-centric. Sixty-seven papers either address a ques-
tion from US law, or they use US data or, in an experiment, US subjects. There 
are three experimental papers from Germany, two papers from the UK, and one 
from Australia, Israel, and Taiwan each. finally, two papers compare different 
jurisdictions.

In the following, I will use the JELS data to describe and analyze the methodological 
variance (section 2). By way of illustration, I will also glance at publications from the 
remaining peer-reviewed legal journals. In conclusion, I will sketch paths for future 
methodological development (section 3).

1 I have coded all papers as behavioral that explore an aspect of motivation or cognition, from 
whatever conceptual or methodological perspective. The dataset coding these publications is available 
upon request.
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2 Competing Methodologies

2.1 Choice of Method

Method matters. Let me illustrate this with one of the prominent claims of law and 
economics theory. Traditionally, tort has been constructed as a technology for restora-
tion. The tortfeasor has intruded into the victim’s sphere without entitlement, and has 
caused harm. The victim sues the tortfeasor for redress. The court ruling is meant to 
make the victim whole. Law and economics scholars object: this construction neglects 
that rational would-be tortfeasors anticipate the intervention and adjust their behav-
ior. In this forward-looking perspective, tort liability deters socially undesired behav-
ior, much like a criminal sanction or the intervention of a public authority. Quite a 
few lawyers have been skeptical whether liability is indeed a powerful deterrent. There 
have been multiple empirical attempts to measure the effect, and the evidence has been 
mixed (Schwartz 1994).

Recently, three different empirical studies have tried to settle the issue. One study 
worked with field data. If tort liability is more severe, it should induce would-be tortfea-
sors to be more careful. This should reduce the overall level of harm. The study used an 
indirect approach to measure the effect. It tested the following hypothesis: in those US 
states with stricter rules on medical malpractice, newborns should be in better health. 
The study did not find a significant association between the two (Yang et al. 2012).
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The second study used the methodology prevalent in psychology. first-year law stu-
dents were exposed to a series of hypotheticals, all of which involved some form of 
illegal behavior. Between subjects, the authors manipulated the legal regime. One of 
those regimes was tort liability. Students were asked to indicate how likely they were 
to engage in one of these activities, given the legal regime in question. Tort liability 
had little effect. for many scenarios, the proclivity to engage in illegal activity was not 
significantly different from the condition where no legal rule was mentioned (Cardi 
et al. 2012).

The third study used the methodology developed in experimental economics, that 
is, a lab experiment. Participants were exposed to a four-person dilemma. If a par-
ticipant behaved selfishly, she imposed damage on the remaining group members. The 
experiment manipulated the certainty and the severity of the right to claim redress. 
If redress was sufficiently certain, if it was sufficiently severe, and if the threat of com-
pensation had a sufficiently high expected value, the dilemma did not disappear, but 
it no longer deteriorated over time. Tort liability thus stopped the downward trend of 
contributions to the joint project that is otherwise typical for these experiments. With 
this qualification, the experiment found a deterrent effect of tort (Eisenberg and Engel 
forthcoming, 2014).

Of course, these three studies differed by more than just methodology. It could well 
be that doctors are less sensitive to the severity of tort liability than students. It could be 
that professionals are less sensitive than ordinary people. It could be that doctors care 
less because they are insured. It could be that severity matters for intentional tort but 
not for negligent tort. It could be that severity matters if the tortious act simultaneously 
harms multiple victims, but not in a one-to-one relationship. Yet it could also be that 
one needs a method where individuals actually feel the pecuniary loss of paying dam-
ages to see the governance effect of tort.

Behavioral legal scholars have used a considerable plurality of empirical methods. 
figure 5.2 shows that two methods are most prominent: field data and vignette stud-
ies. Currently, surveys are less visible in JELS. Lab experiments have always been least 
popular.

Any choice of empirical method is a trade-off between external and internal valid-
ity. A result is externally valid if there is a good match between the data and the social 
phenomenon the researcher intends to explain or predict. Seemingly with observa-
tional data, external validity is beyond doubt. One directly studies the phenomenon 
one wants to explain. Yet behavioral researchers have no reason to expect natural 
laws. They may at best find typical patterns. Ideally they also gain a sense of relative 
frequency, and of robustness to contextual variation. It therefore would not be mean-
ingful to hunt for the one observation that disproves the claim. Behavioral researchers 
take it for granted that such exceptions exist. They are content with delineating the 
conditions under which an effect is normally present.

External validity would still not be an issue if researchers could simply observe the 
total population. They could then map out the framework conditions of the effect sim-
ply by studying it under all possible conditions. Yet behavioral research almost never 
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observes a total population. Probably the empirical work on decision-making in the US 
Supreme Court comes closest. But even there, many steps of the decision-making pro-
cess remain confidential. More importantly researchers want to predict future decisions 
by the Court. Even if the composition of the Court remains stable, this still requires 
extrapolation from the past to the future. Normally, behavioral researchers also want to 
extrapolate from the sample they have observed to the population they want to explain.

for such extrapolation to be legitimate, researchers must be sufficiently confident 
that the effect they have observed is characteristic for the population. Assessing this 
confidence is the purpose of statistical analysis. Technically, the researcher compares 
some characteristic feature of her observation with some well-defined counterclaim. 
She, for instance, expects that the requirement to justify administrative orders in 
writing leads to a greater willingness to abide by the order. Let’s assume there are two 
otherwise similar administrative decisions. The law obliges the authority to give writ-
ten reasons in the first domain, but not in the second. Let us further assume that the 
researcher finds sufficient qualitative evidence to support the claim that the number 
of appeals is a reasonable proxy for the willingness to abide by the order just because it 
is in force. On these assumptions, the researcher could count the number of appeals in 
both domains. Her statistic would inform her whether this difference is so large that it 
is very unlikely to result from random variation.

In research practice, this test is entrusted to a statistical package. Researchers usually 
only report that they have found a significant effect. According to the convention in the 
social sciences, this statement is warranted if the probability that the difference results 
from randomness is below 5%. What easily gets lost, though, is that this procedure 
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requires an explicit ex ante hypothesis. The hypothesis is surprisingly often not made 
explicit. It was missing in 29 of the 77 empirical behavioral papers in JELS.

Even if significance is established, this only shows that one phenomenon is associ-
ated with another. All one knows is correlation. Typically this is not enough for the 
normative legal research question. There are three classic topics. Legal scholars want to 
understand whether there is reason for legal intervention. They want to know whether 
some legal rule is likely to improve the situation. And they want to assess the quality 
of some process for rule generation or rule application. All these research questions 
require the separation of cause and effect. Because consumers are misled by some mar-
keting technique, this technique should be banned. Because individuals understand 
probability information better if it is presented in the form of natural frequencies, a 
rule that obliges insurance companies to use this format helps individuals make better 
choices. Because individual consumers are very unlikely to sue a company for the use 
of a detrimental standard form contract, class action advances consumer rights.

Empirical methods are on a continuum. field evidence has the key advantage that 
one directly studies the phenomenon one wants to understand. Yet with field data, 
identification is notoriously problematic. The more the researcher takes identifica-
tion seriously, the more she is at the mercy of unanticipated natural variation. On the 
other end of the spectrum are lab experiments. They artificially generate an environ-
ment, and randomly expose participants to different regimes. If the experiment is 
well designed, these regimes differ by just one feature. If there is a treatment effect, it 
must result from this manipulation. Causation is not an issue. But experimenters pay a 
price. Of necessity, what they study is only analogous to what they want to understand. 
External validity almost always is an issue. Surveys are one step more artificial than 
field data. They are handed out to those whose behavior one wants to understand. But 
the set of questions is designed, not naturally occurring. vignette studies share many 
features of lab experiments. They differ by being hypothetical. Participants are asked to 
assess scenarios, rather than make decisions that matter. These scenarios typically tell a 
real-life story, and thereby admit considerably more context. Surveys and vignettes are 
thus in the middle between both extremes. In the following, the power and the limita-
tions of these competing empirical methods are illustrated.

2.2 Field Evidence

Behavioral researchers are interested in motivation and cognition. These are difficult 
to observe directly. It is therefore not obvious how observational data helps answer 
behavioral research questions. Three very different publications illustrate options.

A first study exploits the fact that juries have to take a joint decision. In preparation, 
juries deliberate. The state of Arizona considered allowing juries to discuss the evidence 
during trial. To learn more about the effects of such a reform, the Arizona Supreme 
Court sanctioned videotaping of randomly selected juries. Researchers exploited the 
opportunity to test whether jury members were influenced by information that had not 
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been officially introduced into court procedure, like signals for a witness being wealthy. 
The study found that this was indeed the case, but that such “offstage” information had 
little impact on later jury deliberations about guilt (Rose et al. 2010).

Judges should treat all defendants on the merits of their cases. This norm implies that 
the defendant’s ethnicity should not matter per se. In principle, ethnic bias is difficult 
to identify since ethnicity is notoriously correlated with the merits of many cases. If one 
ethnic group is more violent than another, members of this group should be punished 
more often for violent crime. Yet the individual defendant should not be more likely to 
be convicted just because of his ethnic background. A study used the fact that, in Israel, 
over the weekend, suspects are randomly assigned to judges for setting bail. It turned 
out that Jewish judges were more likely not to detain Jewish than Arab suspects, while 
it was the other way round for Arab judges (Gazal-Ayal and Sulitzeanu-Kenan 2010).

Many diseases are not exclusively the result of factors beyond the individual’s con-
trol, like genetics or accident. Attempts at helping the needy may therefore have the 
counterproductive effect of reducing self-control. In principle, this offsetting effect 
is difficult to show since almost all diseases have multiple causes, at least potentially. 
A study uses legal reform as a source of variation. Some US states have made it manda-
tory that health insurance plans cover diabetes treatment. The study uses body mass 
index as a proxy for self-control. Arguably, if diabetics eat more, they increase diabetes 
problems. The study finds that the gap in the body mass index between diabetics and 
nondiabetics increased in states that had made coverage for diabetes mandatory (Klick 
and Stratmann 2007).

Establishing causality is difficult with observational data for two major reasons. 
Significant correlation may result from reverse causality. Because consumers know 
that the legal order cares, they stop being vigilant. Significant correlation may also 
result from an omitted variable that explains both the presumed cause and the pre-
sumed effect. In a classic study by Leamer (1983), the true cause for both the choice of a 
marketing technique and its effect is a lack of literacy in one group of consumers.

Econometricians have developed a whole panoply of techniques to solve such endo-
geneity problems (for an excellent introduction see Blundell and Costa Dias 2009). 
Essentially they all rest on some form of quasi-random variation. Empirical legal schol-
arship on behavioral issues is very differently sensitive to this identification problem. 
Thirty-two of 77 papers published in JELS, and 12 of the 29 studies working with obser-
vational data, do not deal with the identification problem at all. Those observational 
studies that address identification use many different approaches.

The most congenial approach to empirical legal studies is the difference in difference 
estimator. It is used by six of the 29 relevant publications in the JELS (a good example is 
frakes 2012). for example, one legislature has changed a critical rule while another leg-
islature has not. This permits identification if the two jurisdictions are sufficiently com-
parable and if the rule change was the only major difference in development between 
them. The researcher may then compare the change in the outcome variable before and 
after the rule change with the change in the same outcome variable in the jurisdic-
tion where rules have not changed. If there is a significant difference between these two 
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changes in outcomes, it is caused by the change in rules. This procedure has the advan-
tage of cleaning the data of unobserved effects that are idiosyncratic to each jurisdic-
tion. Since the procedure only looks at changes, idiosyncrasies are immaterial as long 
as they do not change over time, and to the extent that they do not interact with the rule 
change.

The classic response of econometricians to endogeneity problems is instrumen-
tation. One tries to find an additional variable that is sufficiently correlated with the 
endogenous explanatory variable, but uncorrelated with the dependent variable. In 
the most straightforward application, in a first step one explains the potentially endog-
enous variable by the additional exogenous variable. In the equation explaining the 
dependent variable one replaces the endogenous variable by the predicted values from 
the first estimation step. Essentially one now explains the dependent variable by that 
portion of the independent variable that is cleaned of reverse causation or the omitted 
variable problem.

A single behavioral paper published in JELS uses instrumentation (Brinig and 
Garnett 2012). The paper investigates one facet of the relationship between religion and 
crime. The paper hypothesizes that the presence of a Catholic elementary school creates 
social capital that, in turn, reduces crime. Obviously there could be reverse causality. 
Catholic schools could be closed because the community deteriorates. Therefore corre-
lation per se is not informative. The authors instrument school closure with irregulari-
ties in the parish. Arguably such irregularities are not correlated with social capital in 
the respective community. They find the effect of religion they were expecting to find.

Occasionally, the law generates randomness for reasons unrelated with research. for 
instance, in some branches of the US Court of Appeals, judges are randomly assigned 
to cases. This makes it possible to test for bias resulting from proximity of a judge to the 
political party of the president by whom she has been appointed. Such bias may indeed 
be established (Hall 2010).

2.3 Survey

Observational data leave the phenomenon one wants to understand completely 
untouched. Surveys are slightly more intrusive. Participants are interviewed, maybe 
in writing or online, on their knowledge, understanding, attitude, judgment, or 
choices. Usually, one and the same participant answers a whole battery of questions. 
Typically questionnaires are handed out to members of that same population whose 
behavior one wants to understand. One such study was interested in offenders with 
mental disorders falsely confessing or falsely pleading guilty (Redlich, Summers, and 
Hoover 2010). To that end, interviews with detainees in six different institutions were 
conducted. A single institution significantly differed from the remaining institutions, 
so that the main findings could be replicated five times. Although participation was 
not random, this procedure makes it very unlikely that the effects result from select-
ing atypical cases. Members of minorities, those with a longer criminal career, and 
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those more severely mentally ill were significantly more likely to report that they 
had wrongly confessed or pled guilty. The paper discusses the limitations inherent 
in self-report. It does not address the identification problem: did participants plead 
guilty because they were mentally ill, or did they become mentally ill because they 
pleaded guilty?

2.4 Vignette

The standard method in law and psychology is a vignette study. Participants are pre-
sented with a hypothetical scenario, and they are asked how they would behave them-
selves were they in that situation, or how they would react were they to learn about such 
behavior. In jury research, this method is standard because, in principle, in the United 
States researchers are not admitted to the jury box. Even if direct observation is not 
legally prohibited or technically impossible, researchers may prefer a vignette study 
since it makes identification easier. In a between-subjects design, participants are ran-
domly assigned to different versions of the vignette. Any treatment effect may then be 
traced back to the difference between the scenarios. In a within-subjects design, every 
participant reacts to more than one (qualitatively different) vignette. If the reaction dif-
fers, this difference must result from having seen the earlier vignettes.

To illustrate, consider a study on the standard of proof in civil litigation (Zamir and 
Ritov 2012). In the United States, the official standard is preponderance of the evidence. 
In the literature, this standard is frequently translated into the posterior probability 
of the claim being well founded to be above 50%. Earlier evidence suggests that triers 
actually require a higher probability. The study proceeds in two steps. It first has sepa-
rate groups of law students rate the persuasiveness of the plaintiff’s case in three differ-
ent scenarios. Another group of law students is asked whether they would find for the 
plaintiff in each case. Despite the fact that the mean rating of persuasiveness is above 
50% for all three scenarios, much less than half of all participants declare that they 
would find for the plaintiff. The result has been replicated with professional lawyers. 
In the second step, a new group of students is handed a questionnaire that explores 
potential explanations of the effect. The one explanation that stands out is what the 
authors call omission bias. Participants believe that judges wish to avoid responsibil-
ity for finding for the plaintiff despite the fact that the evidence is weak. Participants 
believe that judges feel less responsibility if they erroneously dismiss the claim.

vignette studies are experiments in which the experimenter manipulates the sce-
narios. Participants are randomly assigned to different versions, or they see different 
versions over time. Sometimes participants are also alien to the situation the experi-
menter wants to explain. Often participants are students, although the study wants to 
explain the behavior of the general public, or of legal officers. Many researchers see this 
as a limitation, and prefer giving the vignettes to a sample that is representative for the 
general public (12 of the 23 vignette studies published in JELS) or to legal officers (six 
papers), usually citizens on jury duty.
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2.5 Lab Experiment

The standard tool of experimental economists is the lab experiment. There are seven 
main differences from a vignette study. (1) The main, if not the exclusive, dependent 
variable is a choice. This choice is incentivized. What participants decide, and how 
they interpret the situation in preparation for their decision, directly matters for the 
payoff they receive. (2) The researcher’s interest lies in abstract effects. To test for a 
hypothesized effect, the design is free from context. The typical design is a game. The 
benchmark solution is provided by the response of a person exclusively motivated by 
pecuniary gain, and in possession of unlimited cognitive abilities. Usually, this predic-
tion is contrasted with an alternative hypothesis based on a richer utility function, or 
assuming less than perfect cognition. (3) Most economic experiments are interactive. 
Participants are not studied in isolation but as they interact. (4) Many economic exper-
iments repeat a stage game multiple times. This is done in the interest of studying how 
effects unfold over time. (5) There is a culture in economic labs that forbids deception. 
This rule is meant to improve identification. Experimenters want to be sure that any 
effects indeed result from their manipulation, not from participants second-guessing 
how the experimenter is trying to trick them. (6) Economic experiments are usually 
completely computerized. They are run in a computer lab. Complete anonymity is 
guaranteed. Usually all communication is through choices. These precautions also aim 
at better identification. (7) Often hypotheses are derived from a formal model. Actually, 
the experimental methodology is meant to directly map formal economic theory, and 
game theory in particular (more discussion of the different experimental paradigms in 
Hertwig and Ortmann 2001).

Compared with the remaining empirical methods, lab experiments put most stress 
on internal validity. Predictions are as precise as possible, and as clearly grounded in 
explicit theory as possible. Observations are made as credible as possible. The design 
tries hard to exclude alternative explanations for the treatment effect, even those result-
ing from the construction of the situation. The price economic experiments pay for this 
rigor is less external validity. The policy problem that motivates the experiment is not 
directly visible. Economic experiments make a contribution to the policy discourse by 
isolating one effect. There is always reason to discuss whether alternative explanations 
or additional factors still support intervention. Yet by stripping the situation from all 
context, and by translating it into a naked incentive structure, one is able to study this 
driving force.

I illustrate the potential and the limitations of economic experiments for legal issues 
with one of my own papers (Engel and Kurschilgen 2011). German copyright law has a 
seemingly odd provision. If a work, say a film, turns out to be a blockbuster, those who 
have contributed to it may sue the producer and claim additional remuneration. We 
have translated this provision into a sequential two-person game. At the beginning of 
the game, both players receive an equal endowment. Additionally, one player holds an 
unlabeled commodity. The other player can offer to buy this commodity. It is known 
that the commodity either has little value or is very precious. All gains from trade lie 
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with the buyer. If the seller accepts, the deal is struck. Otherwise this round ends and 
both players keep their endowments. If the commodity is traded, Nature determines 
the value of the commodity. In the final stage, both players can impose harm on their 
counterpart, at a price to themselves. In the treatment, three stages are added. In the 
first stage, after Nature has decided, a third player determines “the appropriate pur-
chase price.” Her decision is kept confidential. In the next two new stages, the original 
players have a chance to renegotiate, using the same protocol as before. If negotiations 
fail, the third party’s decision becomes effective.

We hypothesized that the rule standing in for the German copyright provision 
would affect how the parties judged the fairness of the deal, both ex ante and ex post, 
and that this would affect their choices. Results support this prediction. If the rule is in 
place, buyers offer lower prices, and more deals are struck. This is why the rule turns 
out to be efficient. In German legal discourse, the rule is mainly justified by its pur-
ported effect on ex post fairness, though. We qualify this expectation. Third parties 
indeed almost exclusively split gains from trade equally, despite the fact that the buyer 
carried all the risk and thereby insured the seller. Yet sellers themselves did not see 
unfairness. Hardly any seller used the punishment option. In a result unpredicted by 
the German legal debate, buyers were much more likely to exhibit ex post discontent. 
Their willingness to punish the seller was, however, reduced by the rule.

2.6 Alternative Empirical Methods

My presentation of empirical methods for behavioral legal analysis has mirrored the 
methods that have actually been used in the publications in JELS. One prominent 
methodological alternative has not yet made it into this journal, the field experiment. 
In a field experiment, the experimenter directly intervenes in the social phenomenon 
she wants to understand. This method is promising in that it combines high exter-
nal with high internal validity. There are two main challenges. The first challenge is 
practical. It is technically often not easy, politically often problematic, and maybe just 
plain illegal if some individuals are randomly deprived of treatment the researcher 
herself expects to be efficient and beneficial. The second challenge is methodological. 
However hard the researcher tries, precisely because intervention is in the field, there 
is less experimental control. The validity of randomization hinges on the definition of 
the pool from which participants are drawn. These participants cannot be completely 
standardized, so that treatment effects may result from alternative causes for which the 
researcher must try to control. finally, it is standard in field experiments not to reveal 
manipulation. This may lead to ethical concerns.

The following is an illustration how this method can be applied to a legal issue 
(Listokin 2010). Used iPods were auctioned off on eBay with randomly varied return 
policies. Some iPods came with a satisfaction guaranteed policy, others with an explicit 
warranty that resembled the default warranty of the Uniform Commercial Code, and 
still other iPods were sold “as is.” finally, a batch of iPods was silent regarding the 
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return policy. The mean price paid in the auction shows that consumers are sensitive 
to the warranty. Prices were highest if buyers were free to give the iPod back. Prices 
were lowest if a guarantee was expressly excluded. In the two remaining conditions, 
prices were in the middle, and not statistically distinguishable. The author concludes 
that buyers assume a safety level as guaranteed by the majoritarian default of the code if 
the contract is silent on the warranty.

Economists sometimes use simulation to show on which sets of parameters a prob-
lem is conditioned. Simulation presupposes the complete definition of a mechanism. 
In each simulation run, one parameter is changed. Simulation is also useful if one 
expects one or more processes to be random, with a defined nature of the distur-
bance. Recently, simulation has also been used in the behavioral legal literature. In 
the very differentiated empirical literature on lineups, it is held to be established that 
eyewitnesses are more reliable if they base their recognition judgment on an absolute, 
rather than a relative, criterion. It is argued that eyewitnesses might accept the rela-
tively closest analogue to their recollection, rather than the one person who is so simi-
lar to memory traces that there is no room for doubt. The paper translates this claim 
into a formal model of recognition and manipulates memory accuracy, the degree of 
similarity between perpetrator and foil, and the decision criterion. It turns out that 
trying to meet an absolute threshold does not minimize false positives under all cir-
cumstances. A relative approach performs better if the witness’s memory is relatively 
accurate and an innocent suspect is fairly similar to the perpetrator (Clark, Erickson, 
and Breneman 2011).

All of the foregoing methods are quantitative. They are meant to generate evidence 
the relevance of which is judged by way of frequentist statistics. Occasionally, law 
and psychology researchers instead use qualitative methods. One recent study inter-
viewed defendants who just had pled guilty, and explored in which ways they had 
understood the plea inquiry. It turned out that errors were widespread. Two-thirds of 
the sample were correct on less than 60% of the questions the researchers asked them 
(Redlich and Summers 2011). The main advantage of qualitative empirical research 
results from the fact that it is not bound by a set of dependent variables that have been 
defined ex ante. The researcher can give each individual observation full justice, and 
can use the evidence to learn about hitherto neglected aspects of the issue at hand. 
The main drawback directly results from this advantage. Since the dependent vari-
able is not standardized, it is more difficult to assess whether individual observations 
generalize.

3 Future Directions

Outside criminology and law and psychology, the empirical legal movement is still 
young. This also holds for its behavioral branch. In conclusion I sketch potential paths 
for future development.
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When presenting the most prominent empirical methods in greater detail, it has 
become clear that there is a trade-off between external and internal validity. A straight-
forward reaction is combining more than one empirical method on the same research 
question. Occasionally, this is even done within the same publication. A  study on 
racial bias in bankruptcy uses this approach (Braucher, Cohen, and Lawless 2012). In 
the United States, consumers can file bankruptcy under  chapter 7 or under  chapter 13. 
While the latter procedure may be advantageous if the debtor wants to protect valu-
able assets, consumers usually use the former procedure since it is less onerous and less 
costly. The study has two parts. In the first part it shows that African Americans are 
disproportionately more likely to file under  chapter 13, even after controlling for rel-
evant sociodemographic factors. A vignette study randomly asks bankruptcy lawyers 
who usually represent consumers to give advice to a couple with Christian names that 
suggest an Afro-American or a Caucasian background. Bankruptcy lawyers advise the 
former couple significantly more frequently to file under  chapter 13.

Quantitative studies quantify the trust one may have in the result by a significance 
test. Nonetheless, researchers may have overlooked a qualifying factor. Despite their 
attempts at securing randomness, experimentalists may have worked with an atypical 
sample. Inadvertently, a feature of the design of an experiment that seemed innocent 
may have been critical. Ultimately, the law should therefore be hesitant to derive norma-
tive conclusions from a single empirical study. A procedure that is standard in medi-
cine is still very rare in law, the replication of findings (for an exception, Hall 2010). 
Equally rare is the reanalysis of empirical data with alternative statistical models (for 
an exception see Goodsell, Gronlund, and Carlson 2010). finally meta-analysis, that is, 
the structured, quantitative analysis of findings from a whole line of research, is thus 
far confined to law and psychology, and almost exclusively to forensic psychology (e.g., 
Steblay, Dysart, and Wells 2011). As the field matures, all of these methods for assessing 
the robustness of findings and for better understanding framework conditions should 
become more prominent.

Economic experiments have been invented as tests for formal economic theory. 
Decades ago, formal economic theory made headway into law. In many subfields of law, 
and in private law in particular, economic theorizing is fairly advanced. Thus far, tests 
of formal law and economics hypotheses are still rare. One example is a paper that first 
models the effect of split-award statutes on negotiations between tortfeasors and victims 
(Landeo, Nikitin, and Babcock 2007). Under these statutes, the plaintiff receives only a 
portion of punitive damages, while the remainder is paid to the state. The authors trans-
late the situation into a sequential game, solve for equilibrium, and test the resulting pre-
dictions in the lab. They find that these statutes do not affect the level of care, but reduce 
the likelihood of trial, and the total litigation cost born by the community of parties.

Disciplines have their traditions. Traditions may result from historical contin-
gency. Yet at least in the long run, traditions are likely to converge to the functional 
needs of a discipline. Arguably the different experimental traditions in psychology 
and economics reflect differences in the dominant research questions. The same claim 
seems plausible for the different approaches to the analysis of field data in criminology 
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and econometrics. These observations suggest that, in the long run, behavioral legal 
researchers might want to develop their own, discipline-specific empirical methods. 
Three challenges are likely to be particularly pronounced if an attempt is made to 
introduce such evidence into legal argument.

Lawyers frequently want to judge proposals for institutional intervention. This is obvi-
ous if a legal scholar makes a contribution to the legal policy discourse. Similar questions 
are asked by doctrinal lawyers if they have to decide on the constitutionality of institu-
tional reform, or if they have to rely on teleological interpretation to resolve an ambi-
guity of the text. Often the purported effect of the intervention hinges on assumptions 
about the behavior of typical addressees. Yet the policy question is only partly answered 
by a list of relevant findings from basic behavioral research. It ultimately matters whether 
the specific intervention delivers on its promises, without having too many undesirable 
side-effects. Answering this question might require testing entire institutions, rather 
than isolated effects. Of course, if one does, one partly loses control since institutions are 
lumpy responses to lumpy perceived problems. Nonetheless, the knowledge generated 
that way may be more valuable since this very combination of effects is likely to be at work 
in legal practice. Related to this, legal institutions are very rarely designed from scratch. 
The typical situation is institutional reform. The legislator intervenes in the interest of 
improving what it thinks fell short of normative expectations. Therefore often the criti-
cal behavioral question is how addressees will react to an intervention meant to induce 
behavioral change. In an experiment, this can be reflected by a sequential design that 
focuses on the difference before and after the introduction of the tested legal institution.

Ultimately legal rules are meant to decide disputes. Negotiators, administrators, and 
courts must settle disputes in good time. To do this effectively, they must reflect what 
the parties see as essential features of the case. Both the characteristic time pressure and 
the typical level of specificity do not easily go hand in hand with empirical methods 
that have been developed in the social sciences to answer questions of basic science. 
Nonbehavioral areas of law have found solutions for the resulting methodological chal-
lenges. Merger simulations provide a good illustration (Budzinski and Ruhmer 2010). 
They rely on formal economic theory of industrial organization. They capitalize on rig-
orous econometric work in this subdiscipline of economics. But the actual simulation 
does not try to build all the methodological safeguards into the simulation model. And 
since no closed form solution is required, simulation may simultaneously address many 
dimensions of a merger case, even if there is debate over how to model or measure them. 
for appropriate legal applications, behavioral researchers might develop similar tools.

Essentially, all practical legal problems are ill defined, but procedurally contained. 
By contrast, typically the empirical methods developed in economics and psychol-
ogy address well-defined problems in an artificial setting. Usually, researchers do 
not aim at mapping the design of their study to the procedural framework that con-
tains the legal reaction in the field. Ill-defined problems do not have one normative 
solution. This is one of the reasons why judges and juries cannot be replaced by law-
making machines. The perception of the case tends to have an idiosyncratic element. 
Courts decide upon the lives of real people. Anything these persons offer as a relevant 
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feature of the situation has in principle to be taken into consideration—but only if it is 
introduced into court procedure the proper way. Once the procedure is closed, fresh 
argument is precluded, except if there is a right to appeal, to list only two of the many 
features of the procedural framework. Quasi experiments might be one way of casting 
light on the interaction between an incomplete set of facts and an institutional set-
ting for processing them. The technique has been developed by Nobel Prize winner 
Reinhard Selten, but has been rarely used. He was interested in studying investment 
behavior of firms in a complex setting. To that end he assigned fixed roles to student 
participants, and had them interact over an entire term, with the goal being, for each 
group of participants, to jointly develop what they believed to be the optimal invest-
ment policy (Selten, Mitzkewitz, and Uhlich 1997). By the same token, participants 
could be invited to develop a litigation strategy in a case assigned to them by the exper-
imenter, and reacting to the idiosyncratic ways in which their case unfolds in their 
randomly composed group of parties, judge, jury members, and maybe advisors, wit-
nesses, and experts.

In many respects, empirical behavioral research on legal issues still is a nascent 
endeavor. Inevitably, this chapter has only been able to provide a snapshot of a rapidly 
moving field. There are two take-home messages though. The field is highly differenti-
ated and capitalizes on multiple methods from many neighboring disciplines. There is 
considerable room for improvement. Behavioral legal researchers should take meth-
odological standards that have developed in the more mature neighboring fields more 
seriously. And they should spend more energy on developing empirical methods that 
directly map the needs of their own discipline.
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Historically, economists understood rational choice theory as both a normative and 
a descriptive model of human behavior; it was thought to prescribe how people ought to 
behave, and also to describe how they do in fact behave. However, in the 1950s, a hand-
ful of economists and psychologists began to question the latter claim—that rational 
choice theory is able to predict/explain real-world behavior (Allais 1953; Simon 1955). 
This skeptical line of inquiry gained increasing momentum in the 1970s (Tversky and 
Kahneman [1974, 1981]; Kahneman and Tversky 1979), and by the early twenty-first cen-
tury behavioral economics has become one of the main branches of economic research.

Rational choice theory is grounded on the simple premise that economic actors 
are (private) welfare maximizers. In a nutshell, the idea is that when presented with 
choices, the rational actor looks to the payoffs entailed by his available options, and 
selects the choice that yields the greatest expected utility. The assumption that indi-
viduals seek to advance their interests by making choices that maximize their payoffs 
seems tautological, and yet a wealth of experimental and empirical data seem to sug-
gest that this proposition often fails to obtain in reality.

Of course, classical economists never assumed that all individuals optimize at all 
times; rather, the prevailing view was that particular idiosyncratic deviations from 
the predictions of rational choice theory would cancel out over time, such that anoma-
lous departures would lead to variance, but not to changes in the average behavior of 
a population. To the extent that laws must be general and addressed to the population 
at large, designing laws that would work well for the representative (i.e., average) mem-
ber of the population was ultimately viewed as the best that lawmakers could do, leav-
ing the value of rational choice theory undiminished for practical application in the 
analysis of law. However, the experimental and empirical data do not merely suggest 
the presence of outliers—a banal observation, surely—nor mere variance around esti-
mated means, but rather more profoundly that people systematically diverge from the 
predictions of rational choice theory.

These findings present serious obstacles for economic theory and the social poli-
cies motivated by it. Law and economics scholars have conventionally regarded 
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social welfare to be an aggregation of the private welfare of individuals. Thus, when 
actors fail to maximize their private welfare, the calculation of incentives and 
social welfare, which relied upon the rational actor hypothesis, may be radically 
disturbed.

In this chapter, we will present an overview on the use of legal mechanisms to com-
bat inefficiencies arising from biased judgment and behavior. We will also explore how 
heuristics and biases may be exploited to foster efficiency in the presence of incentive 
misalignment (e.g., market failures, collective action problems, hyperbolic discount-
ing and time inconsistency, principal-agent problems). To that end, we introduce two 
new categories of social engineering under bounded rationality: two hitherto unno-
ticed logical counterparts to debiasing and insulating strategies, which we call “benev-
olent biasing,” and “cognitive leveraging.”

We will begin in section 1 with a brief exposition of background theory and termi-
nology. In section 2, we will consider debiasing and insulating strategies as correc-
tives when biases result in departures from efficiency under perfect competition. In 
section 3, we will consider benevolent biasing and cognitive leveraging strategies as 
legal instruments to correct other forms of inefficiency. We conclude in section 4 with a 
summary of the foregoing material.

1 Background and Terminology

The jargon of behavioral law and economics can be the source of much confusion and 
misunderstanding, so we will begin this section with some brief definitions. for the 
sake of brevity, precision, and clarity, we will present formal descriptions where they 
may be helpful. We have endeavored to avoid inventing new terms, as well as assigning 
controversial meanings to existing terms, though in some cases we offer definitions 
that are more precise than past usage. We then give some caveats to our theoretical 
approach, followed by examples of heuristics and biases from the literature.

1.1 Definitions

We begin by defining a generalized private payoff function as an objective baseline. Let 
P ci ( )  denote the objective payoff of individual i choosing c. The optimal choice for indi-
vidual i, given a domain of possible choices D will be

 
x P x

x Di i
∗ = ( )max

∈
.
 .

Now let us contrast this with i’s perceived (i.e., subjective) payoffs, given a perceived 
domain of alternatives Do, which we will denote as P ci

ο( ) . We may now more precisely 
define several key terms in describing nonrational behavior.
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first, let us consider the case where i suffers from no biases—that is, where i is per-
fectly rational. When i’s subjective payoff is equal to his objective payoff,1 and i chooses 
x*, we shall refer to such an individual i as an unboundedly rational actor.

Second, let us consider the case where i optimizes on his subjective payoff func-
tion, which diverges from his objective payoff.2 Let us call his subjective optimum xo, 
such that

 x P xi
o

x D
i
o

o
=

∈
max ( ). 

and let us refer to such an individual i as a boundedly rational actor. When such an 
individual makes a decision, he believes he is maximizing his payoff, but because he 
is mistaken about the benefits, costs, or domain of his available choices, he behaves 
suboptimally.3

Third, when individuals make choices using a decision-making procedure other 
than optimization, we refer to the choice as nonrational. That is, when the mechanism 
for making a choice is not maximization, then the decision is nonrational.

fourth, when individuals make suboptimal choices systematically—for signifi-
cant numbers of people (or regularly over time for an individual)—let us refer to the 
decision-makers and their decisions as biased. If the deviation of xi

ο  from xi
*  exhibits 

some recognizable characteristic, we may identify the bias as belonging to a particular 
type (e.g., overoptimism bias, hindsight bias, availability bias).

It now bears remarking upon methodological confusions that may arise from the 
foregoing definitions. Psychologists may object to our description of biases as “system-
atically suboptimal behavior.” Insofar as our definition fails to do justice to the mul-
tifaceted complexities of the human mind and the processes of decision-making, we 
concur wholeheartedly. Nevertheless, to the extent that “bias” may mean more than 
merely “systematically suboptimal behavior” to a psychologist, for the purposes of 
applied economics, much of the richer meaning seems to us irrelevant. This is more 
acutely the case when discussing “debiasing” and “biasing” strategies, which seek to 
align irrational decision-making with rational choice, where the relevant questions are 
(1) to what extent is the biased behavior suboptimal, and (2) what policies will cause 
biased individuals to make optimal decisions (while holding incentives and prefer-
ences fixed).

We should further articulate some elementary distinctions and caveats for the 
sake of clarity. Debiasing (and biasing) should not be confused with altering prefer-
ences for the simple reason that a preference (however deviant it may be) is not a 
“bias.” for example, drugs designed to eliminate the pleasure that consumers derive 
from cigarettes or alcohol (with the aim of helping them quit) should not be regarded 

1 I.e., where ( ) ( ( ) ( ))ο∀ ∈ ∈ ∧ =x x D P x P xi iD � .
2 I.e., where ¬ ∀ ∈ ∈ ∧ =( )( ( ) ( ))οx x P x P xi iD D �
3 This is not strictly true. It is possible that in some cases ¬ ∀ ∈ ∈ ∧ =( ) ( ( ) ( ))x x D P x P xi iD  ο �  

and x x∗ ο= . That is, boundedly rational individuals can sometimes make optimal choices. for 
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as debiasing.4 Debiasing does not change individuals’ preferences. It eliminates errors 
in judgment. This is not to say that altering preferences may not be a useful or desir-
able end—indeed this may often be an important policy goal—however, changing pref-
erences and debiasing are entirely independent phenomena, and they should not be 
conflated.5

Consider the widespread problem of obesity. There may be two causes of overeat-
ing. first, people may misjudge the facts: they may underestimate the negative health 
consequences of obesity; or they may overestimate what a healthy weight is; or they 
may underestimate the caloric value of the foods they eat. Second, people may sim-
ply value the pleasure they get from eating more than the detrimental health effects 
of overeating. The first category of causes may be corrected by debiasing; however the 
second category is not the result of bias. Given especially hedonistic preferences (or 
hyperbolic time-discounting), an unboundedly rational individual may continue to 
overeat, simply because the pleasure he derives from eating unhealthy foods outweighs 
the increased probability of health problems.

On this point, some social scientists will distinguish between “bounded rationality” 
and “bounded willpower” (and also “bounded self-interest”). While these distinctions 
may be analytically convenient in certain contexts, we do not think, for our purposes, 
they are relevant.6 Bounded willpower and bounded self-interest may be modeled in 
terms of preferences; and any objection to this will not hinge on the choice of formal 
method so much as its interpretation.

It may now be complained that we have adopted what Elster (1985) disparagingly 
called a “thin” theory of rationality, that is, a theory that regards preferences as exog-
enous and fixed. Unfortunately, a thorough discussion of the philosophical founda-
tions of rationality would take us far afield of the present topic, and we should not like 
to do injustice to what is a profoundly important issue by giving it a cursory treatment. 
Instead, we will remain agnostic on the point, while observing that the foregoing 
framework does not preclude one from adopting a “thick” theory of rationality—
unless one were committed to the semantic (not substantive) claim that “debiasing” 

example, when a misperception in costs is entirely offset by complementary misperceptions in 
benefits—or more trivially, when the domain of available choices contains only one member.

4 The drug Chantix operates by blocking neuroreceptors that cause smokers to feel pleasure from 
consuming nicotine; while the drug Antabuse similarly interferes with the pleasure that drinkers feel 
from consuming alcohol.

5 Bilz and Nadler,  chapter 10 in this volume, offer an excellent discussion about the law’s capacity 
to change attitudes (and the desirability of doing so). We wish to be clear that by articulating that such 
policies, designed to produce a change in preferences, do not count as “debiasing,” we are not claiming 
that they are undesirable or unworthy of analysis (quite to the contrary). Rather, we simply wish to 
highlight the fact that it does not fall under the definition of “debiasing,” and in a relatively young 
field, afflicted with a rapidly ballooning and often inconsistently applied nomenclature, getting clear 
on the meanings of terms is likely to forestall considerable future confusion and controversy.

6 Additionally, we find the coining of buzzwords for newly recognized phenomena to be a troubling 
trend, insofar as they discourage generalizations to underlying principles and encourage the 
production of laundry lists of ever-more-thinly sliced bare observations claiming to be “theories.”
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includes changing preferences. So long as one agrees on the meaning of the nomencla-
ture, it will not matter whether one adopts a “thick” or “thin” conception of rationality 
with respect to debiasing.

Also, debiasing should not be confused for incentive alignment. Altering incentives 
to compensate for biased behavior should not be regarded as either an insulating or 
debiasing strategy. Biases change how individuals respond to incentives. Undoubtedly, 
changing incentives will have similar effects to debiasing in some cases; however, it 
would be a mistake to conflate debiasing with incentive alignment. Incentive align-
ment creates incentives for individuals to make socially optimal choices. Debiasing 
does not change those incentives, but rather helps individuals to see them more clearly 
(or in the case of insulating strategies, restricts the domain of possible choices).

1.2 Examples

 Let us now consider some examples of common biases identified in the literature of 
behavioral economics. One of the most easily identifiable biases is “overoptimism,” 
which affects individuals’ judgments of probabilities.7 When individuals are faced with 
uncertain situations, they tend to overestimate probabilities that good things will hap-
pen to them and underestimate probabilities that bad things will happen to them.

Overoptimism takes several more specific forms. for example, the “better than aver-
age” effect describes the all-too-common fact that many people consider themselves 
better than average with respect to some skill or ability.8 Svenson (1981) found that a 
majority of survey respondents considered themselves “better than average” automo-
bile drivers. No doubt some drivers must be better than average, but obviously, it can-
not be the case that more than 50% of drivers are better than the 50th percentile driver. 
The better-than-average effect may lead individuals to underestimate the probability 
of punishment in a criminal law context, overestimate the effectiveness of their pre-
cautions in tort law context, underestimate the probability of breaching in a contract 
context—indeed, the types of cases where better-than average-effect may distort the 
subjective evaluation of probabilities are too many to enumerate.

Another species of overoptimism is the “blind spot bias,” which is an interest-
ing second-order incarnation of better-than-average effect (Pronin, Lin, and Ross 
2002). Individuals suffering from blind spot bias may be well informed about biases, 

7 The seminal paper on overoptimism is Weinstein (1980), though elements of overoptimism were 
identified as early as Lund (1925) and Cantril (1938). Wenglert and Rosén (2000) offers a good overview 
of subsequent research. Williams,  chapter 13 in this volume, provides an up-to-date overview of 
overoptimism, as well as ambiguity aversion and the certainty effect.

8 Alicke and Govorun (2005) provide a complete review of “better than average” effect, which is 
also sometimes called “above average effect,” or the “Lake Wobegon effect” (after the public radio 
program A Prairie Home Companion, set in the fictional town of Lake Wobegon, where “all the women 
are strong, all the men are good looking, and all the children are above average.” Lee (1991).
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but underestimate their own susceptibility to them (i.e., they are biased about being 
biased). That is, even when they are informed about commonly occurring biases, 
they may fail to correct such judgment errors in their own decision-making, because 
they optimistically regard themselves as immune to or less influenced by destruc-
tive biases; they have a “blind spot” with respect to their own decision-making and 
judgment-forming processes. Blind spot bias is of particular concern when debiasing, 
because individuals suffering from blind spot bias will tend to be especially resistant to 
many debiasing remedies (e.g., education is unlikely to succeed when biased individu-
als do not believe the improved information is applicable to themselves).

Overoptimism may be partially explained by “representativeness bias.” 
Representativeness bias is the result of a heuristic whereby individuals generalize from 
particular “representative” cases, even when better general statistical information exists 
(Tversky and Kahneman 1974). It is easy to see why the representativeness heuristic 
might be useful in everyday reasoning—specific information is often more accurate or 
more useful than general information, and favoring it may represent a useful cognitive 
shortcut when assessing probabilities. However, when this assumption fails, the rep-
resentativeness heuristic can lead to bizarre and erroneous judgments. Overoptimism 
may result from representativeness when, for example, individuals infer from knowl-
edge about a specific car accident involving a bad driver that bad driving correlates with 
accidents more highly than it does in fact. In this case, even if they believe they are 
average drivers, they will systematically underestimate the probability that they will be 
involved in an accident, because the representativeness heuristic will have generated an 
underestimation of the probability that average drivers are involved in accidents.

Another common cognitive illusion is “hindsight bias,” which describes inconsistent 
probability estimates with respect to an individual’s temporal position relative to some 
event (fischoff 2003).9 When looking back at the probability of an event occurring, which 
did in fact occur, individuals tend to overstate the probability of its having occurred. That 
is, if the probability of event E occurring is p(E), then an individual suffering from hind-
sight bias will estimate the probability as q(E), such that q(E) > p(E), even though the same 
individual would have given an accurate estimate of the event ex ante. Knowing that an 
event did happen inflates individuals’ estimates of how likely it was that it would happen.

“framing effects” are a general category of biases, which result from reference 
point-based estimates of probability.10 framing effects arise due to the manner in which 
a choice is presented. for example, if the cost of registering for some program is $50 
with a $50 late fee, individuals may be highly motivated to avoid the penalty. However, 
if the program were offered for $100 with a $50 early registration discount, then indi-
viduals are observed to be less motivated to register in a timely fashion. Even though 
the material effect is exactly identical (as between $100 with a $50 discount for early 

 9 for a history of the development of the theory underlying hindsight bias, see fischoff (2007) and 
Teichman,  chapter 14 of this volume.

10 Kahneman and Tversky’s (1979) “prospect theory” is easily the most prominent example of 
reference-point based alternative to expected utility theory. Zamir,  chapter 11 of this volume, provides 
a comprehensive overview of loss-aversion.



BIASING, DEBIASING, AND THE LAW   149

registration versus $50 with a $50 penalty for late registration, ceteris paribus), indi-
viduals respond differently depending on how the incentive is framed. Notable species 
of framing effects are connected to the anchoring bias and the endowment effect.

The endowment effect will come up later in our discussion, so it bears saying a word 
about it now.11 The endowment effect is motivated by a sort of loss aversion; individuals 
are observed to systematically value an item that they have more than they would pay 
to acquire the very same item if they did not have it. That is, an individual may refuse to 
part with an item he owns for anything less than $10, but would only pay $5 to acquire 
it if he didn’t already own it. It is ambiguous whether such an individual values the item 
at $5 or $10,12 since he seems to reveal different preferences depending on how a poten-
tial exchange is framed.13

2 Debiasing and Insulating Strategies

Let us assume a market in a state of “perfect competition.” That is, the aggregation of 
privately optimal choices leads to the maximization of social welfare.14 With no loss 
of generality, let us model this circumstance as a two-person world, and let us call its 
inhabitants individual 1 and 2. Optimal social welfare would therefore be

S P X P y P x P y∗∗ ∗∗ ∗∗ ∗ ∗( ) ( ) ( ) ( )= + = +1 2 1 2 .

So long as individuals 1 and 2 make choices that yield the highest private payoffs, the 
aggregate payoffs for individuals 1 and 2 will also be maximal. Now, if the two indi-
viduals are unboundedly rational, then the payoff from S** will trivially represent an 
efficient equilibrium, and the law has no useful role to play.

However, if either or both of the two individuals are boundedly rational, then they 
may make suboptimal choices, and social welfare will therefore also be suboptimal. 
Suppose that individual i is boundedly rational and call βi the “cost” of i’s bias. He will 
therefore effect a reduction in social welfare equal to the difference:

11 Korobkin,  chapter 12 of this volume, offers a more comprehensive investigation of this topic.
12 Loss-aversion explanations will tend to identify the lower valuation as the “true” valuation, and 

the higher one as biased (Tversky and Kahneman 1991).
13 Kahneman and Tversky (1979), Tversky and Kahneman (1991), Kahneman, Knetsch, and Thaler 

(1991), and Thaler (1980, 1985) explained the endowment effect as a manifestation of loss-aversion; 
however, the endowment effect need not be regarded as a type of loss-aversion. Others have argued 
that it is the result of changing preferences (e.g., Morewedge et al. 2009 claims that ownership of a 
good changes the owner’s valuation of the good). To the extent that the endowment effect is the result 
of changing preferences, it is not a bias, and mitigating or eliminating the endowment effect would 
neither be “debiasing” nor clearly desirable.

14 We assume Kaldor-Hicks aggregation.
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βi i ix P x P x( ο ο) ( ) ( )∗= − .

The law now has two possible roles to play in effecting greater efficiency:  (1)  to 
optimize “around” βi; or (2)  to effect min

x
iο

β . The former approach (“insulation”) 
lets the biases fall where they may, removing outcomes from the reach of biased 
decision-making; the latter approach (“debiasing”) reduces the effect of the bias by 
eliminating or reducing i’s misperception of benefits, costs, or the domain of options.

The distinction between debiasing and insulation was first pointed out by Jolls and 
Sunstein (2006). Of course, taken literally, both approaches could be called “debiasing,” 
insofar as they both seek to mitigate or eliminate the effects of biased judgments from 
outcomes. However, Jolls and Sunstein distinguished debiasing as “debiasing through 
law,” from insulation as “debiasing law.” The difference is that debiasing combats the 
bias itself by educating or informing biased individuals to eliminate or reduce the bias 
itself, whereas insulation allows biased individuals to remain biased, and instead seeks 
to remove biased decision-making (often by removing biased decision-makers) from 
affecting outcomes.15

2.1 Insulation

Let us begin by analyzing insulation, which is both simpler to understand and simpler 
to translate into legal rules. first consider a stylized two-person world, where individ-
ual 1 is boundedly rational, and individual 2 is unboundedly rational. fundamentally, 
insulating simply means restricting the domain of choices available to individual 
1.  Auspiciously, since individual 2 is unboundedly rational, the law may often be 
designed in such a way as to make individual 1’s payoff contingent upon individual 2’s 
decisions.

for example, in the arena of products liability, it may be the case that typical con-
sumers are prone to suffer from unrealistic optimism, misusing products in such a way 
that they suffer harm. By imposing liability against manufacturers for such harms, the 
law transfers the burden of preventing such harm from the consumer to the manufac-
turer. The rational manufacturer will take measures to prevent consumers from misus-
ing their products, reducing the burden of exercising due precautionary care from the 
(biased) consumer, even if an unbiased consumer would have been the more effective 
precaution-taker.16

15 Terminologically, this may result in some confusion, since the term “debiasing” refers both to 
the general category and to a specific subcategory. This is lamentable; however, it will ordinarily be 
clear from the context whether the general or specific term is intended, and we will therefore use the 
conventional terminology, rather than inventing new terms.

16 Of course, Shavell (1980) tells us that manufacturers will reduce activity level rather than 
increasing precautions. However, because the precautions of manufacturers and consumers are not 
independent variables, Shavell’s results are not on point here.
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In the realm of corporate law, Langevoort (2001) observes that “inside directors” 
(e.g., those who are also employees of the firm) often suffer from overoptimism.17 
An insulating strategy would remove certain board decisions—that is, those where 
overoptimism may be particularly problematic—from those individuals, shifting 
decision-making power to “outside directors,” who tend to be less biased.18 What is 
characteristic about insulation here is that the law leaves inside directors as biased as it 
found them. It merely limits their participation in the decision-making process.19

Of course, insulation is not costless. for example, it may sometimes be the case that the 
consumer precautions are more effective than manufacturer precautions. In the specific 
example, the cost of insulation is ultimately borne by all consumers, meaning that unbi-
ased consumers are paying a higher price to make the product safer for biased consumers. 
These distributive effects may alter incentives. However, if the consequences of insulation 
result in social welfare closer to the optimum than the consequences of bias (and second-
ary effects), then an insulating strategy may be a reasonable second-best result.

formally, let us call the social welfare maximizing rule A, and some alternative 
(insulating) rule B. Let us call the difference in welfare α = −S x y S x yA B( ) ( )∗ ∗ ∗ ∗, , . Let 
us suppose now that one party is susceptible to bias, such that rule A is affected (i.e., 
S x y S x yA A( , ) < ( , )∗ ∗ ∗ο ), but rule B is not (i.e., S B x y S B x y↑ ↑ ↑ ↑, ∗ ∗, ∗( ) ( )ο = ↑ ). It will 
only be the case that Rule B should now be preferred if α < β. That is, the reduction in 
welfare from selecting a suboptimal rule—for example, imposing a suboptimal liabil-
ity rule in a tort, or excluding inside directors from decision-making—should be less 
than the reduction in welfare that would have been caused by biased decision-making.

Obviously, it will often be the case that both parties in an interaction will be biased 
to some degree—though perhaps in different ways. However, the foregoing analysis 
remains valid. If β1 > β2 > 0, then an insulating strategy will reduce the domain of indi-
vidual 1’s available choices, possibly by placing the burden on individual 2. Even though 
individual 2 may also be biased, because he is less biased than individual 1, insulating 
will at least spare us from the greater of the two biases. However, when both parties are 
prone to particularly destructive biases, it will clearly be less likely that such an insulat-
ing strategy would be effective, since the threshold would then be α + β2 < β1 (where β2 
represents the cost of the less destructive bias).

Next consider a two-person world, where both parties are biased, and both parties’ 
biases are equally destructive (i.e., β1 ≈ β2). In this case, insulating strategies that shift 
decision-making to less biased parties will obviously be ineffective, since both parties’ biases 
would be equally destructive. To be effective, insulating strategies would have to reduce the 

17 Langevoort (2001) suggests that the personality traits that lead to an employee being invited to 
the board of directors are often the same factors that lead to unrealistic optimism.

18 See also  chapter 20 in this volume by Kent Greenfield. Jolls and Sunstein (2006) suggest, however, 
that a “substantive debiasing” strategy, which we describe below, might be more effective than 
insulation.

19 In the United States, the Sarbanes-Oxley Act does something approximating this by allocating 
the responsibility of all auditing functions on outside directors. Sarbanes-Oxley Act of 2002, Pub. 
L. No. 107-204, sec. 301.
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effect of both parties’ choices on outcomes. One obvious legal mechanism accomplishing 
this would be regulation, which is effectively an insulating strategy on all decision-makers.

Motor vehicle regulations provide an excellent example, where researchers have 
found specific evidence of overoptimism bias (Svenson 1981). Since automobile torts 
are characterized by role-reversibility (i.e., the activity subjects one to the simultane-
ous risk of being a tortfeasor and a victim), it is particularly difficult to insulate against 
optimistic drivers; because the set of prospective tortfeasors is identical to the set of 
prospective victims, whatever biases affect one party will also affect the other. By 
regulating certain decisions (e.g., speed, vehicle maintenance, cell phone use), the law 
restricts the domain of choices available to all parties.

Luppi and Parisi (2013a) point out an alternative insulating strategy when both par-
ties suffer from similarly destructive biases in a tort law context. When parties suf-
fer from “blind spot bias,” a species of overoptimism, they may be capable of adapting 
when given statistics about biased behavior. However, they may tend to have a “blind 
spot” about their own susceptibility to bias.20 Thus, while they may continue to form 
biased judgments or exhibit biased behavior, they may be able to anticipate and rec-
ognize biases in other people. Luppi and Parisi (2013a) point out that a party suffer-
ing from blind spot bias may increase his level of precautionary care to compensate 
for the suboptimal precautions he anticipates from the other party. Likewise, the other 
party, also suffering from blind spot bias, may do the same. Thus, reducing the due care 
threshold in a negligence regime to account for “ordinary” levels of overoptimism may 
ironically incentivize both parties to exercise greater care.

Other examples of insulating strategies include bans of any sort, which straightfor-
wardly remove alternatives from the domain of available choices by outright prohibi-
tion. In a jury context, excluding evidence when the potential to confuse or mislead 
outweigh the probative value of presenting it may be regarded as another clear example 
of an insulating strategy.21

2.2 Debiasing

Ideally, when parties suffering from biased judgment are given access to the accurate 
information, they attempt to self-correct. for example, if a student routinely budgets 
insufficient time to complete assignments due to overoptimism, then in the event a 
benevolent observer draws his attention to this pattern of behavior, he might in the 
future allot more time than he thinks is needed, to compensate for his known tendency 
to underestimate (e.g., Stiglitz 1986). By educating him about his own suboptimal 

20 Pronin, Lin, and Ross (2002) identified the blind spot bias, finding that subjects were resistant 
to applying knowledge about biases to their own behavior, regarding themselves as “less biased than 
average.”

21 fED. RULES Of EvID. Rule 401. (2011). Chapter 27 in this volume by frederick E. vars, for a 
comprehensive investigation of debiasing and insulating strategies as they relate to evidence law.
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behavior (in effect reducing the deliberation cost), he no longer exhibits (or exhibits 
less) biased behavior; he has been debiased.

Debiasing is the process whereby biased individuals are made to be unbiased indi-
viduals. fundamentally, all debiasing operates through the reduction of deliberation 
costs. Individuals often rely on heuristics to form judgments when the cost of rational 
deliberation is unduly high. That is, when P xi ( )∗  is the optimal payoff, and DR is the 
cost of rational deliberation, it may be the case that for some alternative deliberation 
process, DH, the savings in deliberation cost offsets the deviation from the optimum, 
P x D P x Di R i H( ) < ( )∗ − −ο . 

Of course, individuals cannot know prior to deliberating how costly a deliberation 
process will be in a particular circumstance. They therefore rely on certain triggering 
facts to dictate what heuristics to employ in what circumstances. When the triggering 
facts instantiating heuristics are overly broad, debiasing may operate by reducing the cost 
of the second-order deliberation (i.e., the decision of what first-order deliberation pro-
cess to employ), possibly encouraging rational deliberation (or at least rational behavior) 
in some subset of cases. Debiasing makes the set of second-order “triggering facts” more 
fine-grained, improving the application of decision-making procedures. Alternatively, 
debiasing may be accomplished by reducing “search costs”—a species of deliberation 
cost—by simply providing the information required for rational deliberation.

A point of clarification is required on this subtle point. The reduction of delibera-
tion costs is a form of debiasing, though not directly (in a direct sense, it more closely 
resembles incentive alignment). However, it can nevertheless have a debiasing effect. 
By reducing deliberation costs in some subset of cases of a given type, the net benefit 
of applying a heuristic to such situations in general is reduced. Thus, in such situations, 
individuals will find it second-order optimal to use rational deliberation rather than a 
heuristic, even in those cases where deliberation costs have not been reduced.22

One reasonable criticism of debiasing is that its effects (to say nothing of the prob-
lems it is meant to correct) are difficult to quantify—one clear advantage of insulat-
ing strategies is that they straightforwardly and obviously reduce the effect of biases to 
the extent that they remove such biases from affecting consequences. However, when 
populations are not homogeneously biased, insulating strategies carry the significant 
cost of constraining the choices of unbiased individuals as well as biased individuals. 
Where this cost is substantial, debiasing may represent a better alternative strategy 
(though the two are not necessarily incompatible, and a two-pronged attack may some-
times be warranted), since it does not foreclose the choices available to individuals, but 
rather eliminates the presence of bias itself, targeting it in those individuals affected.

Strategies for debiasing through law may be divided into two broad categories: adju-
dicative and substantive. Adjudicative debiasing involves the elimination or mitigation 

22 More informally, even a partial reduction (only applicable to a handful of instances) in 
deliberation costs for a type of situation will encourage individuals to “break the habit” of relying on 
heuristics in the future, even when deliberation costs may be higher.



154   DANIEL PI, fRANCESCO PARISI, AND BARBARA LUPPI

of biases in adjudication, whereas substantive debiasing involves the elimination or 
mitigation of biases in substantive areas of law.

Let us first consider adjudicative debiasing. The greatest portion of research in adju-
dicative debiasing focuses on juries.23 As fact-finders, jurors are especially vulnerable 
to the biases that infect everyday reasoning about the world. for example, Hillman 
(2000) points out that juries may be susceptible to hindsight bias and framing effects 
when assessing whether a liquidated damages clause is “punitive.”24

Recall that hindsight bias leads individuals to overestimate the probability of an 
event occurring when evaluating it ex post. That is, if an event occurs, then individuals 
looking back at it from a later point in time tend to regard its occurrence as being more 
likely than it really was (or at least more likely than it would have seemed to a reason-
able person ex ante). Thus, a liquidated damages provision, which may have seemed 
“reasonable” to the contracting parties ex ante may be deemed “punitive,” when a jury 
(or judge) looks back at it ex post.

Rachlinski (2000) suggests that hindsight bias may be mitigated by defining catego-
ries of per se validity or invalidity with respect to liquidated damages, transforming 
the adjudicative choice from a question of whether a liquidated damages clause is puni-
tive (a decision vulnerable to hindsight bias) to a question of whether the case fits in 
certain predetermined categories. Interestingly, Rachlinski (2000) also suggests that 
while juries may be influenced by hindsight bias in assessing liquidated damages, this 
may actually be a form of debiasing. That is, because contracting parties often suffer 
from overoptimism ex ante, hindsight bias in courts may have the effect of “canceling 
out” the biases of the litigants.25

Hillman (2000) also mentions framing effects. Recall that framing effects describe 
phenomena where individuals respond inconsistently when a decision is presented in 
two different ways. for example, Tversky and Kahneman (1981) gave test subjects the 
cover story, “Imagine that the U.S. is preparing for the outbreak of an unusual Asian 
disease, which is expected to kill 600 people,” asking two groups of test subjects to 
choose between two programs to combat the disease. In the first group, subjects are 
asked whether they would prefer (1) a disease prevention program that will save 200 

23 Devine et al. (2000) provide an extensive survey of empirical research on jury decision-making. 
See also  chapter 26 in this volume by Doron Teichman and Eyal Zamir.

24 Hillman’s (2000) investigation looks to behavioral law and economics to explain why courts 
paradoxically favor deferring to parties’ manifest intent in contract disputes, while liberally 
invalidating liquidated damages clauses. See Stallard and Worthington (1998) on hindsight bias in 
closing arguments.

25 Rachlinski (2000) is not entirely clear on this point. If a liquidated damages clause objectively 
ought to have specified X  value of damages, and optimistic parties agree to  X+ ∈  damages ex 
ante, and juries affected by hindsight bias tend to assess damages as  X − δ , then it is unclear why the 
jury’s bias should be regarded as hedging against the contracting parties’ bias. One could alternatively 
read Rachlinski (2000) as saying that contracting parties anticipate the possibility that a jury will 
suffer from hindsight bias, setting a lower (and thereby valid) liquidated damages amount than they 
otherwise would have.
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lives; or (2) a program that has a one-third chance of saving 600 lives, and a two-thirds 
chance of saving no lives. In expected utility terms, the two options are equivalent; 
however a majority (72%) selected the first option. Contrastingly, when the second 
group was asked whether they would prefer (3) a program that results in 400 deaths; 
or (4) a program that has a one-third chance of resulting in no deaths, and a two-thirds 
chance of resulting in 600 deaths, a majority (78%) of respondents preferred option (4). 
Of course, option (1) is equivalent to option (3), and option (2) is equivalent to option 
(4). Thus, depending on how the question was posed, the majority “preference” seemed 
to change. Similarly, in deciding whether a liquidated damages provision should be 
viewed as excessive, juries may well be highly susceptible to how the contract language 
is framed.26

Rachlinski (2000) suggests that framing biases may be eliminated by abandoning 
the doctrinal distinction between discounts and penalties, which tends to exacerbate 
(or may simply be the result of) framing effects. Of course, liquidated damages rep-
resent a specialized issue in contract law. However, the liquidated damages concerns 
may be generalized to include many disparate areas of law. for instance, in a tort case, 
hindsight bias may lead juries to overestimate the probability that an accident would 
occur, potentially altering jurors’ assessments of whether a tortfeasor took “reasonable 
precautions.”27 furthermore, framing effects may play a significant role in determining 
nonpecuniary damage awards. McCaffery, Kahneman, and Spitzer (1995) found that 
survey respondents, asked to put themselves in the position of a juror, exhibited wildly 
divergent responses to how much compensation should be given for pain and suffering, 
depending on how the question was framed. When subjects were asked to determine 
damages on the basis of what the victim “would have demanded to willingly accept the 
injury,” they answered with an average figure nearly double the sum that respondents 
gave when asked to determine damages on the basis of what it would take to “make 
the victim whole.” Efforts to curb framing effects may involve careful crafting of jury 
instructions, which avoid framing nonpecuniary damages in terms of losses or gains 
(see also Sunstein, Kahneman, and Schkade 1998).

Debiasing may also be used to combat cascade effects in jury deliberation. 
“Informational cascades” occur when individuals under uncertainty are exposed 
to the opinions of others. When this happens, uninformed people often allow their 
judgment to be contingent upon the judgments of others. The result is that group 
judgment-formation often ends up converging around a position with a high degree of 
confidence (Sunstein 2005; Banerjee 1992). However, because juries necessarily deliber-
ate by sequentially disclosing their opinions, the order in which jurors express their 
views during juror deliberation may affect the point of convergence (Sunstein 2002). 
These factors may work against the predictions of Condorcet’s (1785) voting theorem, 

26 Hillman (2000) points out, for example, how courts fallaciously distinguish between a “penalty” 
for late performance and a “discount” for early performance.

27 Chapter 16 in this volume by Yoed Halbersberg and Ehud Guttel, discusses the application of 
behavioral economics to tort law generally.
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which assumes that voters’ opinions are independent.28 Debiasing may take the form of 
instructions on deliberation, such as requiring each juror to articulate his or her opin-
ion prior to discussion, to resist the effect of cascades.29

Improving jury instructions may also help to mitigate the serial position effects (a 
subcategory of framing effects). Murdock (1962) found that when presented with a 
list of information serially, individuals tend to recall the initial items on the list (“pri-
macy effect”) and final items on the list (“recency effect”) better than items of infor-
mation in the middle. The two effects may thereby distort how juries weigh evidence 
presented during trial (Kassin and Wrightsman 1979). In addition to improved jury 
instructions, when a judgment is contingent upon several independent issues, a case 
may be divided into independent proceedings on each issue,30 to mitigate serial posi-
tion effects.

Though juries (and judges) have been the primary targets of procedure debiasing, 
litigants may also suffer from biases, which lead to inefficient outcomes. for example, 
overoptimism may lead litigants to overestimate the strength of their cases, decreasing 
(and indeed possibly extinguishing) the margin for negotiating a settlement (Babcock 
et al. 1995). Babcock, Loewenstein, and Issacharaoff (1997) find, however, that simply 
pointing out to a party the weaknesses in its case (thereby reducing the deliberation 
cost) effectively recalibrates their expectations, debiasing them. Altering court proce-
dures to force litigants to reflect on the merits of their opponents’ claims (and the weak-
nesses in their own) may therefore elevate the rate of settlements, reducing overpacked 
dockets and court costs.31

Whereas adjudicative debiasing is aimed at correcting bias in the adjudicative 
institutions of the law, substantive debiasing is aimed at eliminating or reducing 
biases “in the world,” which interfere with the objectives of substantive law.32 for 
example, in a corporate law context, firms could be required to maintain a cer-
tain ratio of outside directors to reduce the effect of overoptimism, which we dis-
cussed earlier as potentially affecting inside directors (Jolls and Sunstein 2006; 
Langevoort 2001).

In deciding between a property rule and a liability rule, Jolls and Sunstein (2006) 
suggest that courts would be wise to consider the impact of the endowment effect. 
Recall that the endowment effect relates to individuals’ tendency to value items 
they own more than those they could own. In the presence of endowment effects, 

28 Luppi and Parisi (2013b) draw together these factors to investigate the effect of the interaction 
between cascade effects and group polarization on hung jury rates.

29 Altering jury size and voting rules may also mitigate the effects of polarization and cascades—
though these ought to be regarded as insulating rather than debiasing strategies.

30 As prescribed by fEDERAL RULES Of CIvIL PROCEDURE, Rule 42(B).
31 Robbenholt,  chapter 24 of this volume, offers a more comprehensive discussion of the behavioral 

factors pertaining to settlement.
32 for a survey of behavioral biases and substantive debiasing techniques in the field of accident law, 

see Luppi and Parisi (forthcoming).
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individuals may suboptimally overvalue their own property, reducing the efficiency of 
voluntary exchanges. In such cases, Jolls and Sunstein suggest that protecting interests 
with a liability rule rather than a property rule may eliminate biases attributable to the 
endowment effect.

Jolls and Sunstein (2006) also point to agency law as a potential mechanism for 
debiasing. By assigning buying or selling power to agents, a firm may eliminate the 
bias attributable to endowment effect. Because an agent facilitates exchanges that do 
not involve his own property, he will be immune from (or at least comparatively less 
affected by) the endowment effect that influences the firm’s owners.

It is useful to note that these examples of debiasing may also be regarded as insulat-
ing strategies. The Sarbanes-Oxley Act decreases the bias of a board of directors in two 
ways: it decreases the number of biased directors (by requiring a minimum threshold of 
outside directors), and it isolates certain types of judgments (those pertaining to audit-
ing) from biased directors. Whether the board is regarded as a single collective group 
or a set of individuals changes whether we categorize it as insulation or debiasing. To 
the extent that the board, qua collective unit, is made less biased, laws requiring that a 
portion of the board consist of outside directors may be regarded as a debiasing strat-
egy. However, to the extent that the board, qua aggregation of individual directors, 
requires certain directors to be excluded from decision-making, it may also be modeled 
as insulation.

Likewise, changing a property rule into a liability rule may be regarded as either 
debiasing or insulation, depending on how the question is framed. If the domain of 
choices available to the parties does not differ as between a liability and property rule, 
then choosing a liability rule to combat the endowment effect may be regarded as debi-
asing. However, if the parties’ domains of choices change as between a property and 
liability rule, then to the extent that those altered options are the cause of the debiasing, 
it should instead be categorized as insulation.

And also with respect to agency remedies, it will depend on whether the agent 
is conceptualized as an extension of the principal or an independent (though 
contractually bound) actor whether we regard delegation of decision-making as 
debiasing or insulation. If we regard the agent as distinct from the principal, then 
agency should be regarded as an insulating strategy, since it removes the principal 
from the decision-making (i.e., it extinguishes the domain of available choices of 
the principal, making the principal’s behavior wholly contingent upon the agent). 
If, however, we regard the agent as a mere extension of the principal, then agency 
should be regarded as a debiasing strategy, since it makes the principal’s judgments 
less biased (because the principal’s judgments on this view simply are the agent’s 
judgments).

The point here is that there is some analytical flexibility as to whether an effort to 
debias should be regarded as a debiasing strategy or anvvvinsulating strategy. In gen-
eral, we think that this potential ambiguity is unlikely to be problematic, so long as one 
is consistent in framing the problem.
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3 Biasing and Leveraging

The foregoing section assumed at the outset that privately optimal decision-making 
would entail optimal social welfare. That is, debiasing and insulating strategies are 
meant to restore (or at least get closer to) efficiency by reducing the effects of biased 
judgment and biased behavior. The reasoning is that eliminating or mitigating the 
effects of biases brings individuals closer to privately optimal choices, which brings 
social welfare closer to the optimum. However, let us now consider the converse cir-
cumstance, beginning with the premise that parties behaving optimally fail to effect a 
social optimum. Equivalently, let us assume the presence of market failure. formally, 
market failure may be characterized by the condition where individuals’ optimal 
choices fail to maximize social welfare:

S P x P y P x P y∗∗ ∗∗ ∗∗ ∗ ∗= + ≠ +1 2 1 2( ) ( ) ( ) ( ).

When privately optimal behavior fails to maximize social welfare, the law may be used 
to influence parties who would otherwise behave rationally to make socially optimal (but 
privately suboptimal) choices by inducing biased judgment. Rather than regarding biases 
as problems to be rectified, they may offer potential solutions to entirely unrelated troubles.

fundamentally, the idea is that when P x P x P x P xi i i i( ) ( ) ( ) ( )∗∗ ∗∗ ∗− > −ο , biased behav-
ior will be socially preferable to rational behavior. Letting γ denote the cost of introduc-
ing bias, if γ < −P x P xi i( ) ( )∗ο , then biasing may be a useful tool for correcting other 
departures from social optimality.

Biasing solutions use biases to effect efficiency rather than eliminating biases to 
restore efficiency. Biasing may thus be thought of as the mirror image of debiasing. 
Biasing will also consist of two subcategories. The counterpart to debiasing strategies 
we call “benevolent biasing,” and the counterpart to insulating strategies we call “cog-
nitive leveraging” (Pi 2013).

3.1 Benevolent Biasing

Pi (2013) introduces the concept of biasing in the context of criminal law. Criminal activ-
ity is an externality imposed on victims by criminals. for some individuals, crime may be 
privately optimal; the privately optimal behavior of criminals, however, leads to socially 
suboptimal outcomes. Becker’s (1968) seminal model of criminal deterrence suggests that 
prospective criminals may be deterred from committing crimes either by increasing the 
severity of punishment (i.e., longer sentences) or by increasing the probability of detec-
tion (e.g., hiring more police, giving prosecutors procedural advantages over defendants). 
By increasing the expected cost of punishment, Becker argues that the cost of criminal 
activity will increase and, like other market goods, its “demand” will decrease.
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However, incarceration and policing are costly. Pi suggests an alternative mecha-
nism for deterring prospective criminals—inducing a “not to commit crime” heuris-
tic. The idea here is that even though there will always exist opportunities to commit 
crime, and even though the payoff of criminal activity may make it first-order optimal 
for some subset of the population to commit crimes, it may be second-order suboptimal 
when deliberation costs are included in the calculation.

for example, consider a prospective car thief looking to steal a car. Suppose the 
expected benefit of stealing the car is 10, and the expected cost of punishment is 8. Now 
let us say that the deliberation cost—the cost of determining whether to steal this car, 
as well as how to steal it—is 1. Thus, the net expected payoff of attempting to steal the 
car is 1, and classical (first-order) economic theory predicts the car thief will make the 
attempt (assuming his opportunity cost is zero).

Underlying the first-order decision (whether to steal the car) is the second-order 
decision to perform a rational deliberation when deciding whether to steal a car. The 
second-order deliberation cost must therefore include the first-order deliberation costs 
for all the cars the thief chooses to steal and all the cars the thief chooses not to steal. 
When a prospective thief chooses not to attempt a theft, he must still incur the cost 
of rationally choosing not to steal the car. Suppose it is only (first-order) rational for 
him to make the attempt 10% of the time. Thus, the second-order deliberation cost of 
rationality is 10, and the second-order benefit is 1, and it would not be rational to even 
consider stealing the car.

Normatively then, the objective of criminal deterrence should not be to disincen-
tivize prospective criminals from committing particular crimes, but rather to make 
it second-order rational not to contemplate committing crimes in the first place—a 
reconceptualization of the objectives of criminal law. Importantly, this adds a third 
lever to the toolkit of the policymaker (and legal scholar). Becker (1968) framed deter-
rence as a function of the probability and severity of punishment. Pi’s (2013) model sug-
gests that increasing deliberation costs may offer an additional mechanism for effective 
deterrence, which may incidentally be considerably less costly to the state.

Propagating misinformation may induce biases and alter the subjective assessment 
of the expected cost of punishment (though this too may be characterized in terms 
of increasing deliberation costs). However, this brute force method of biasing seems 
fraught with considerable risks (e.g., if the misinformation campaign is exposed, or if it 
inspires systematic skepticism, then it is plausible that the tactic will backfire).33 Instead, 
the same factors that create problematic biases may be harnessed to induce socially 
beneficial biases, without the need to employ propagandistic deception. for example, 
policing patterns could be designed to increase uncertainty about the probability of 
detection (e.g., aggressively pursuing different types of criminal activity on different 
days of the week, instructing police to vary their patrols from day to day). Returning 
to the car theft example, police could invest greater resources in “bait cars” (decoy cars 

33 Creating disparate pools of information as between public officials and the public has been called 
“acoustic separation.” for a seminal account, see Dan-Cohen (1984).
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set up by police to catch car thieves); if the practice were exercised with sufficient fre-
quency, then in addition to its effectiveness in apprehending incompetent car thieves 
(which may yield diminishing returns as criminals learn about the practice), it may also 
increase the cost of rational deliberation for savvy car thieves (which will impose a fixed 
cost on the deliberation of whether to steal a car for every contemplated attempt).

There is a subtle point here, which is easy to lose, and which bears distinguishing. 
The “biasing” effect being described is not the mere manipulation of deliberation costs. 
Certainly, increasing deliberation costs will directly elevate deterrence (by increas-
ing the total cost of committing a crime). This is true in Becker’s (1968) model (suitably 
modified to incorporate deliberation costs), and it is not debiasing. Rather, the debias-
ing is the second-order effect, which occurs when the net expected payoff of committing 
a crime is reduced to the point where it is not even worth undertaking a rational delib-
eration whether to commit crime (or a certain class of crime). Under a modified Becker 
model, a would-be criminal will rationally deliberate whether to commit a particu-
lar criminal act, weighing the expected benefits against the expected costs; and if the 
expected costs outweigh the expected benefits, he will have been “deterred” from com-
mitting the crime. However, under a second-order model of rationality, a “deterred” 
individual would not even undertake the rational analysis, because the expected cost 
of contemplating the commission of the crime (not the expected cost of committing it) 
would outweigh the expected benefit. Rather than undertaking a rational weighing of 
expected payoffs, he weighs the payoff of weighing the payoffs in such cases. This implies 
that manipulating deliberation costs will have a multiplier effect, resulting in deter-
rence far greater than predicted under a first-order modified Becker model.

In environmental law, benevolent biasing could be employed to combat overcon-
sumption of public goods. for example, let us suppose (as seems likely to be the case) 
that consumers do not fully internalize the cost of energy consumption. And let us 
assume that consumers are unboundedly rational actors with respect to their electric-
ity consumption. Say that an individual is leaving home to go to an important meet-
ing, and rushes out without turning off unused appliances in his home. Let us say the 
private cost of running the appliances is 9 and the expected cost of arriving late to the 
meeting is 10. The rational choice would be to leave the lights on to avoid being late to 
the meeting. Let us also posit that the social cost of leaving the appliances running is 
11, given the pollution externalities that are not fully captured in the price of electricity. 
The individual creates a net social loss.

Of course, the obvious solution would simply be to increase the price of electricity, 
making the consumer internalize the full cost of power consumption. However, as is 
well documented in the literature, the cheaper pricing policy might be preferred, given 
the need to provide affordable power to residents. Thus, a less costly solution may be to 
induce biased behavior in the consumer.

One creative solution may be to switch from postconsumption billing to a prepay-
ment scheme, where consumers are billed for a socially optimal rate of consumption. 
If the consumer ends up using less power than the social optimum, then he is awarded 
a discount; if the consumer ends up using more, then he is charged a penalty. Note 
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that the award and penalty are equivalent to the normal rate of billing. So whereas 
consumer i would pay P rxi

post
i=  in a postpayment billing scheme, where r is the rate 

and xi is the quantity of consumption, under a prepayment scheme, he would pay 
P i pre r x x i x↓

↑ ↑
↓

↑= + −( ∗ ( ∗)). Of course, arithmetically, P Pi
post

i
pre=  and the two pay-

ment schemes are consequentially equivalent.
However, due to framing effects, the consumer may perceive penalties due to con-

sumption above the prepayment threshold as a loss, inducing a bias toward less con-
sumption. The important point is that the incentives have not changed. Instead, by 
providing a reference point, the government (or the power company in our example) 
will have induced biased reasoning about consumption, causing individuals to behave 
privately suboptimally, but socially optimally, thereby mitigating the effect of the 
externality.

Clearly, this sketch leaves out much detail. A more thorough evaluation of whether 
such a biasing tactic would be effective should account for changes in transaction 
costs—for example, the increased cost of billing twice (the prepayment and the penalty/
award), the discounting cost of prepayment—as well as anticipating the encouragement 
of other cognitive illusions (e.g., the framing may increase consumption for people who 
would otherwise consume less than the socially optimal average). Tailoring the prepay-
ment scheme and including more factors in the analysis of social costs may mitigate 
these problems. At any rate, we provide the example not as a serious proposal, but rather 
as a stylized example of how biasing may be used to correct market failure. We think it is 
a plausible tactic; however, even if it turned out to be unrealizable in the particular case, 
we think the strategy is generalizable and must surely be valid in other areas of the law.

Clearly, this approach will have dangers. for instance, inducing biases in otherwise 
rational individuals runs the risk of distorting their otherwise optimal choices. So, 
in our example, the framing effect may result in underconsumption (e.g., loss-averse 
individuals not only take extra care to turn off appliances when leaving the home, 
they may refrain from using them when it is useful to do so). If the consequences of 
underconsumption deviate further from the social optimum than the consequences of 
overconsumption, the policy will obviously have failed. Nevertheless, in some cases at 
least, benevolent biasing may equip policymakers with an additional tool in correcting 
behavior in the presence of other problems of suboptimal behavior.

In a nutshell, when privately rational behavior fails to maximize social welfare, 
inducing biases may cause individuals to act against their own private interests and 
contribute to an increase in aggregate social welfare toward the social optimum.

3.2 Cognitive Leveraging

Let us now consider the biasing counterpart to insulation. Recall that with insulating 
strategies, the fundamental goal is to decrease the domain of available alternatives for 
biased decision-makers, with the aim of reducing their ability to affect outcomes. With 
cognitive leveraging, the objective is to increase the domain of available alternatives 
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for apparently unbiased decision-makers, with the aim of exposing a bias previously 
irrelevant to outcomes.

for example, sticking to the analytically convenient example of power consumption 
and pollution externalities, consider the following policy: individuals may prepay for 
as much electricity as they expect to use at the regular rate. However, any consumption 
beyond the prepayment amount will result in overage penalties (the “penalty” here may 
be a genuine penalty—that is, it may be greater than the regular rate). Notice that this 
policy would not affect an unboundedly rational individual’s payoffs. If individual i 
paid rxi under the ordinary postpayment scheme, then i would pay the same under 
the prepayment scheme, provided he accurately predicted how much electricity he 
would use during the month. But if individual i suffers from overoptimism, then he 
may underestimate his future energy consumption, precommitting himself to a lower 
(possibly socially optimal) level of usage than what may have been privately optimal.

Careful attention needs to be given to the distinction between leveraging, biasing, 
and incentive alignment. Incentive alignment effects socially optimal choices by alter-
ing the private payoffs of individuals. Notice that incentives were not altered in either of 
our examples of benevolent biasing or cognitive leveraging. An unboundedly rational 
individual would not alter her behavior under either of the prepayment alternatives, 
and her payoffs would remain absolutely identical. With benevolent biasing, rational 
actors are presented with information in such a way that the cost of rational delib-
eration increases; they therefore select first-order suboptimal choices. That is, ratio-
nal actors are transformed into biased actors. With cognitive leveraging, individuals’ 
biases are already present in the judgments they form—biases, which would bring their 
behavior closer to the social optimum. However, they are unable to act on those biased 
judgments, because their payoffs are naturally “insulated” from their biased judg-
ments. In our example, ex ante overoptimism about one’s expected electricity usage 
(or wastefulness) is insulated in a postpayment system. Switching to a prepayment 
scheme, whereby consumers are essentially forced to bet on how much electricity they 
will use in a month, uncovers the preexisting bias. Unlike biasing, it does not create a 
bias where none existed, but rather exposes consequences to already existing biased 
judgments—it “deinsulates” outcomes.

Of course, the inducement of biases to effect efficiency is not new. Jolls and Sunstein 
(2006) provide several examples, where biases may be harnessed to combat inefficiency 
(see also  chapter 28 by Sunstein in this volume). When straightforward debiasing—
reducing deliberation costs—fails to counteract overoptimism bias (Weinstein and 
Klein 2002), Jolls and Sunstein suggest the inducement of countervailing biases to 
effect a sort of canceling out. Indeed, most of the examples they give (and which we dis-
cussed in the previous section) may be better regarded as “double biasing” rather than 
legitimate debiasing.

for example, cigarette smokers may suffer from unrealistic optimism about the 
increased probability of lung cancer due to smoking. Policymakers may counteract 
smokers’ overoptimism bias by using availability bias to increase smokers’ sensitivity 
to the risk of smoking. Recall that availability bias describes a subjective overvaluation 
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of specific information (relative to general or statistical information). Thus, when 
smokers are exposed to information about particular cases of other smokers develop-
ing lung cancer, they are more likely to quit or reduce their own consumption of ciga-
rettes (Sloan, Taylor, and Smith 2003). The idea is that the unrealistic overvaluation of 
particular instances offsets the unrealistic undervaluation of the probability that one 
will develop cancer oneself.

However, Jolls and Sunstein (2006) only consider the inducement and leveraging of 
biases as a corrective against other biases—a special case of the biasing approach we 
have described here. There is reason to suspect that Jolls and Sunstein’s use of biasing 
and leveraging—that is, using biases to fight biases—may be the least promising appli-
cation of these principles. first, it seems intuitively likely that quantifying the effects 
of biases may pose considerable practical difficulties, and if so, then our recognition 
of suboptimal biases may often be approximate at best. Deploying corrective biases to 
counteract suboptimal biases compounds the problem of imprecision, and the dangers 
of overshooting are likely to compound as individuals depart further from rational 
deliberation. Just as we should be especially careful in evaluating whether two wrongs 
can make a right morally, we should likewise be especially cautious about concluding 
that two biases can make an individual unbiased behaviorally.

Moreover, the interaction of multiple biases, pushing individuals in different direc-
tions, may not even be additive. That is, if bias A tends to increase consumption, and bias 
B tends to decrease consumption, there is no reason to assume that inducing B to correct 
for A will result in a canceling out of the two distortions. Jolls and Sunstein implicitly 
assume that if −1 × A ≈ B, then x* + A + B ≈ x*, which is sound arithmetic, but may not 
be a good model of how biases interact. for instance, representativeness bias does not 
seem to interact with rational deliberation in a merely additive fashion. Rather, it seems 
to cancel out rational deliberation entirely (Tversky and Kahneman 1974). Inducing a 
new bias may not only offset, but may entirely corrode, the effects of the old one. That is, 
when bias B is introduced to counteract bias A, it may be that individual behavior will 
simply be driven by B rather than A, instead of being driven by the sum of B and A.

Thus, it may be that biasing and leveraging strategies may be better deployed to cor-
rect other forms of suboptimal behavior in circumstances where there exists no prior 
biased behavior (though in the case of leveraging, there will be prior biased judgment 
that fails to cash out in behavior). This may be beneficial in cases where privately opti-
mal behavior fails to be socially efficient.

We conclude this section with a taxonomical note. In our exposition of debiasing, 
we followed Jolls and Sunstein (2006) in distinguishing between adjudicative and sub-
stantive debiasing.34 It may be tempting therefore to attempt to apply those categories to 
biasing and leveraging. We think, however, that there is little room for biasing or lever-
aging in an adjudicative context. Even if biases are additive, we should be extremely 

34 Jolls and Sunstein (2006) use the term “procedural” rather than “adjudicative.”
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skeptical of policies deliberately designed to make courts more biased, even if it is to 
counteract the effects of other preexisting biases.35

4 Conclusion

In this chapter, we provided a broad overview of debiasing and insulating strategies, 
briefly discussing both their theory and applications. We also introduced the two logical 
counterparts to debiasing and insulating: benevolent biasing and cognitive leveraging, 
expanding on the work of Pi (2013). We have provided examples from various areas of law 
both to convey an intuitive understanding of how the theory has (or might be) employed, 
and also to illustrate the breadth of the applicability of debiasing and biasing in law.

The relationship between the four forms of social engineering may be summed up 
(with some admitted oversimplification) thusly: if biases result in behavior deviating 
from the social optimum, then the law may be used to eliminate or mitigate the bias 
(debiasing). However, if biased individuals are resistant to debiasing, or if debiasing 
is comparatively costly, then the law may be designed around biased individuals, to 
eliminate or mitigate the effects of bias on outcomes (insulation). On the other hand, 
if rational judgment results in behavior deviating from the social optimum, then 
the law may be used to induce biases, which nudge behavior close to the social opti-
mum (benevolent biasing). When individuals are already biased, then the law may be 
designed to depend on those biases to correct some other form of inefficiency, which 
may arise when individuals are rational (cognitive leveraging).

These topics promise to be robust areas for new research for many years, giving 
behavioral economics a practical significance, about which legal scholars had once 
expressed skepticism (e.g., Hillman 2000). It is interesting to observe that the study of 
behavioral economics began with observations of real-world deviations from the pre-
dictions of rational choice theory (Simon 1955; Allais 1953). The innovation (and con-
troversy) of behavioral economics was to raise doubts on rational choice theory as an 
accurate description of human behavior and to question its predictive value and useful-
ness in policy analysis—a positive, not normative, controversy. Thus, to the extent that 
welfare maximization is a valid goal, behavioral economics makes no contrary nor-
mative claim. The absence of a prescriptive element therefore left many scholars ques-
tioning the practical significance of behavioral economics (Hillman 2000; Rachlinski 
2000). Debiasing and biasing go far in answering this concern, giving a normative bite 
to the positive analysis of psychologists and behavioral economists.

35 However, it is conceivable that in some cases, where counteracting biases are of the same type, 
such approaches may be promising. for example, biases due to framing effects may be mitigated or 
eliminated by instituting procedural rules that alter a judge’s or juror’s reference point.
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CHAPTER 7

A LT ER NAT I V E BEH AV IOR A L L AW 
A N D ECONOM IC S

GR EGORY MITCHELL

Behavioral law and economics (“BLE”) emerged as a cohesive movement in the 1990s 
with the publication of several articles attacking orthodox law and economics (“L&E”) 
as behaviorally naive (see, e.g., Hanson and Kysar 1999a, 1999b; Jolls, Sunstein, and 
Thaler 1998; Korobkin 1998; Korobkin and Guthrie 1994, 1997; Korobkin and Ulen 2000; 
Langevoort 1992, 1995; Rachlinski 1996, 1998, 2000). In addition to a common foe in the 
form of L&E’s rational, self-interested actor, the foundational BLE articles shared a per-
spective on who should replace L&E’s star. BLE’s stand-in was decidedly less attractive 
cognitively than L&E’s perfectly rational actor, hobbled as BLE’s actor was by many biases 
in judgment and inconsistent choices that make him an easy mark, but his motivational 
makeup was more appealing, at least to everyone but economists, because he was willing 
to sacrifice himself for the good of the group or to be fair. That motivational plus was off-
set, however, by BLE’s actor lacking the iron will of L&E’s actor, who can indefinitely delay 
gratification in order to maximize utility. This imperfect-and-impatient-but-less-selfish 
actor came to BLE from psychology studies falsifying the postulates of rational choice 
theory, and in particular from the portrait of human judgment and decision-making 
advanced in seminal work by Daniel Kahneman and Amos Tversky.1

The foundational BLE articles also shared a methodological approach. Because these 
works were, for the most part, nonempirical, BLE adherents accepted the methodology 

1 Important collections and overviews of research by Kahneman and Tversky, and related research 
by others, include Gilovich, Griffin and Kahneman (2002), Kahneman (2011), Kahneman, Slovic, 
and Tversky (1982), and Kahneman and Tversky (2000). Kahneman and Tversky’s work is part of 
the research program begun by Ward Edwards, often called behavioral decision theory following 
the title of Edwards’s 1961 chapter in the Annual Review of Psychology (Edwards 1961). Behavioral 
decision theory examines whether actual judgments and decisions match predictions based on 
theories of optimal judgment and choice developed by economists and game theorists (see Dawes 1985; 
Edwards 1954, 1961). Many psychologists other than Kahneman and Tversky have made important 
contributions to this area of research, but the theories and metaphors developed by Kahneman and 
Tversky have been most influential within BLE.
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of the psychology studies on which they relied, and used these studies to build sim-
ple, nonmathematical models of how the average individual supposedly deals with a 
variety of judgments and choices with legal implications, from decisions to engage in 
criminal behavior or accept a consumer product warranty to voting decisions to the 
processing of evidence at trials to arrive at judgments of guilt or liability. The typical 
BLE article asks how our view of the law, legal institutions, or markets might change 
if we replace L&E’s perfectly rational and selfish actor with someone who predictably 
exhibits some sort of irrational or unselfish behavior. Would this alternative view pro-
vide new justification for existing laws, as Rachlinski’s (1998) work on the hindsight 
bias did for certain elements of tort law, would it justify new laws or changes to existing 
laws, as with Sunstein, Kahneman, and Schkade’s (1998) work on punitive damages, or 
would it disturb long-standing beliefs about a market’s self-regulating nature, as with 
Langevoort’s (1992) work on the efficient market hypothesis?

BLE thus constituted more than an attempt to make L&E responsive to empiri-
cal evidence; it advanced a particular view of human rationality and motivation and 
embraced a particular methodology for developing alternative models of legal judg-
ment and choice. BLE also embraced a particular conception of the law, but not one at 
odds with L&E, in which the law sets prices for different behaviors or imposing costs 
along a continuous scale that should be counted within a consequentialist, cost-benefit 
framework (e.g., Korobkin 2011). How people relate to the law, and what people want 
from the law, are little studied by BLE scholars.

This chapter considers the psychological, methodological, and normative paths 
taken by BLE and alternative paths that BLE might have taken, and might still take. The 
counterfactual BLE imagined here stresses the B in BLE, with behavioral approaches 
to legal problems being the focus rather than advocacy of any particular basic model of 
human cognition and motivation to compete with L&E’s dominant model. This change 
in focus would give priority to empirical studies in which particular legal institutions 
and specific legal tasks are simulated or studied in situ rather than to studies of abstract 
and general judgment and decision-making problems that may provide more theoreti-
cal bang but have less clear applied payoff in specific legal contexts.

1 Rationality and Motivation

The cognitive and motivational assumptions of L&E are well known and need little 
description here:  the perfectly rational actor of L&E models maximizes his utility, 
meaning in simple terms that he adjusts his subjective probabilities appropriately in 
response to new information and makes consistent and logical choices (see Mcfadden 
1999; Posner 2010). L&E’s rational choice model provides substantial benefits. Like 
any good social scientific model, it enables predictions about how individuals and 
human organizations will behave. It also provides prescriptions about how individu-
als and organizations should behave if they want to maximize utility. With the help 
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of L&E’s model, legislators or judges can formulate statutes or common-law doc-
trine designed to encourage or deter certain behaviors by adjusting the consequences 
of different courses of action and by ensuring that the information needed to make 
utility-maximizing choices is made available to the decision-maker. Of course, if 
individuals regularly depart from how L&E predicts they will or should act, then law 
fashioned after L&E’s model may be much less effective than the legislators and judges 
hoped.

Enter BLE. BLE founders proposed that individuals do in fact regularly violate the 
predictions of rational choice theory and cannot conform themselves to the postulates 
of rational choice theory even if they would ideally like to do so. That proposal itself 
was not particularly significant, for many economists and L&E scholars had long con-
ceded that predictions from rational choice theory often failed to describe the actions 
of many people, but BLE founders importantly claimed that these departures were pre-
dictable because individuals act, in Mcfadden’s (1999) terms, not like “Chicago man” 
(short for the perfectly rational actor touted by Gary Becker and L&E scholars) but like 
“K-T man” (short for the model human built from the work of Kahneman and Tversky) 
(see also Prentice 2003). K-T man relies on cognitive heuristics, or mental rules of 
thumb, rather than careful application of the laws of probability and logic, to make 
judgments, and he constructs preferences on the spot rather than consulting a stable 
set of preferences, opening himself up to fleeting influences of the situation, such as 
attention-grabbing information, the manner in which choices are presented, and how 
filling his breakfast was. It is this reliance on cognitive heuristics and on-the-spot pref-
erence construction that leads to predictable biases in judgment and choice and pre-
dictable departures from the ideals laid out in L&E.

The K-T man of BLE is not a complete man, however. BLE’s portrait of human judg-
ment and decision-making fashioned after K-T man is only a sketch of basic abilities, 
inclinations, and temperament. To make a prescription for a particular legal judgment 
or choice, the BLE scholar must put more content into the picture, and that is where BLE 
runs into the problem of how to incorporate the many empirical findings on judgment 
and decision-making that can point in opposing directions.2 As the BLE scholar adds 
detail to the portrait of K-T man to insert the cognitive flaw or motivational character-
istic seen as relevant to the legal judgment or choice of interest, other imperfections and 
motivations are painted over to avoid complicating the prescriptions or explanations 

2 The Wikipedia entry on biases in judgment and decision-making presently lists 92 “decision-
making, belief and behavioural biases,” 27 “social biases,” and 48 “memory errors and biases” (http://
en.wikipedia.org/wiki/List_of_biases_in_judgment_and_decision_making). Many of the listed 
biases can point judgments and decisions in opposing directions (e.g., when will the “hostile media 
effect” counter attentional bias associated with news stories, or when will stereotypes about a group 
counter attributional biases?), and some may combine to create particularly insuperable problems 
(e.g., multiple mechanisms may contribute to the overweighting of negative outcomes). Without 
situated empirical research, it is difficult to say, ex ante, which combinations of biases will be at work 
with what net effects.

http://en.wikipedia.org/wiki/List_of_biases_in_judgment_and_decision_making
http://en.wikipedia.org/wiki/List_of_biases_in_judgment_and_decision_making
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to be offered. for instance, when considering how the law might deal with K-T man’s 
irrational concern about dread risks (low probability catastrophic events), the over-
optimism of K-T man that should counter the influence of at least some dread risks 
can be acknowledged but not allowed to silence the dread-risk alarm (e.g., Sunstein 
1998) (for additional discussion and examples, see Hastie 2001; Teichman 2011). This 
selective approach to irrational tendencies poses little risk to scholarly reputations and 
movement building, for BLE scholarship rarely engages in actual empirical competi-
tions with L&E (and vice versa) (though this may be changing; see  chapter 5 by Engel 
in this volume on empirical behavioral studies). So long as demonstrations of judg-
mental bias, decision inconsistency, short-sightedness, and other-regarding behavior 
proliferate within psychology, the shortcomings and quirks of BLE’s actor will prolifer-
ate and the different ways that legal judgments and decisions can be analyzed from an 
armchair-bound but behaviorally informed perspective will as well.

In short, there is one way to be rational within L&E, but there are many ways to be 
predictably irrational within BLE. This multiplicity of irrational possibilities funda-
mentally complicates the prescriptive program of BLE, and puts BLE at risk of being 
more predictively inept than L&E. No solution to this fundamental problem has been 
offered within BLE, which continues to hold to an abstract guiding model that gets 
modified as needed to address seemingly any and every legal topic. Despite the pro-
nounced intention that BLE be faithful to the behavioral evidence wherever it goes 
(e.g., Jolls, Sunstein, and Thaler 1998), the revealed preference of BLE adherents seems 
to be in favor of an abstract and general model of human behavior that can compete 
prescriptively, in terms of scope, with L&E’s model. Perhaps the calculus is that the 
imperfect K-T man of BLE is far from descriptively perfect but still a good bit better 
than the perfect Chicago man of L&E (that seems to be the view taken, for instance, in 
Korobkin 2011 and Prentice 2003). Coming to some sort of overall assessment of the 
relative accuracy and utility of the competing models seems near impossible, but if the 
endgame was merger with L&E rather than continued competition, that overall assess-
ment is unnecessary: what matters is figuring out how best to model behavior in par-
ticular circumstances to formulate more effective laws (cf. Teichman 2011).

That behavioral project is unlikely to succeed, however, so long as BLE scholars tweak 
their basic model as needed to portray individuals as irrational and in need of greater 
help or control whatever the circumstance—so long as, in other words, empirical evi-
dence is recruited to support an assumption of irrational behavior rather than having 
the empirical evidence drive predictions about how people will behave in particular 
circumstances. BLE scholars may object to this characterization of how the process 
works, and certainly some BLE scholars have pushed back against reflexive paternal-
ism. Political commitments and values may lead some BLE scholars to a proregulation 
ideology of irrationality (and lead some L&E scholars to a promarket ideology of ratio-
nality), but others may adopt a default assumption of pervasive irrationality through a 
faithful reading of the psychological research, which over the last few decades has con-
veyed quite a negative view of human rationality. Whether that view is well founded is 
the subject of debate among psychologists (see, e.g., Krueger and funder 2004; Krueger 
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2012). Whatever the intention of the founding scholars (Jolls, Sunstein, and Thaler 
1998, for instance, indicated that it was their intent to encourage anti-antipaternalism 
in response to L&E’s antipaternalistic attitude), BLE quickly became a movement to 
advance a particular view of human cognition and motivation at odds with the view 
advanced by L&E rather than a movement based on the empirical study of legal judg-
ment and decision-making. The aspiration to make the economic analysis of law 
more behavioral certainly succeeded if we judge success by the number of citations to 
research by Kahneman and Tversky before versus after the emergence of BLE,3 or if 
the metric is policy influence (Osborne and Thaler 2010; Sunstein 2011). If the measure 
is whether we better understand and can better predict how particular laws actually 
affect perceived consequences and behavior, then success is much less clear.

A positive signal of BLE’s commitment to empirical evidence rather than to the 
perpetuation of a particular view of human nature is the recent change to the broad 
sketch of judgment and decision-making offered by those working within the BLE 
framework. Originally K-T man was driven almost exclusively by automatic, intuitive, 
heuristic-based responses to stimuli, and the possibility that reflection or deliberation 
could debias judgments or decisions was affirmatively dismissed (see Mitchell 2002a, 
2002b, 2009). The K-T man currently found in BLE is still driven primarily by heuris-
tic responses to stimuli (the “System 1” response), but in the new model slower, more 
reflective responses (the “System 2” response) can win out with greater frequency (e.g., 
Baker 2011; Rachlinski 2012; Richardson and Goff 2012). This shift to a greater role for 
System 2 processing follows the accumulation of much evidence qualifying the origi-
nal work of Kahneman and Tversky and follows, significantly, Kahneman’s embrace of 
this revised view (Kahneman 2011; Kahneman and frederick 2002, 2005). Particularly 
important in this shift was work by Stanovich and West on individual differences in 
rationality (see, e.g., Stanovich 1999; Stanovich and West 2008).

As positive as this shift is in demonstrating BLE’s engagement with developments 
in behavioral decision theory, it further complicates the prescriptive program of BLE. 
for now BLE scholars must determine who will predictably rely on System 1 responses 
versus System 2 responses and when they will do so (i.e., are some individuals inher-
ently more reflective, and do some situations tend to activate more reflective responses 
across persons?). This shift means that some groups of individuals and situations may 
be more appropriately modeled after L&E’s rational actor, while others will fit one of 
the variants of the BLE model. This shift also means that BLE scholars should consider 
whether the law or the market provides a better means of sorting more from less reflec-
tive individuals and encouraging System 2 responses.

And as should be clear, even with this shift BLE retains its basic commitment to 
the portrait of human judgment and decision-making laid out by Kahneman and 

3 As of June 15, 2014, the journals and law review database of Westlaw contained 310 citations to 
“Kahneman and Tversky” in works published before January 1, 1995, and 2,139 citations in works 
published on or after January 1, 1995.
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Tversky. That portrait emphasizes domain general heuristics (domain general in terms 
of the content of the judgments—encompassing both moral and nonmoral domains, 
according to Sunstein [2005]—and in that they are supposedly used across the situa-
tions in which judgments occur) and a limited set of contextual influences on choice 
(emphasizing in particular the framing of choices as losses or gains around reference 
points and the proximity of choice probabilities to zero). While the K-T view has been 
extremely influential and productive within behavioral decision theory, it is only one 
among several views on how people make judgments and decisions, on how psycho-
logical and environmental variables interact, and, as discussed in the next part, on how 
to study judgment and decision-making. Moreover, the research program advanced by 
Kahneman and Tversky is primarily a basic science program and not an applied sci-
ence program in the sense of developing solutions for concrete problems. Certainly this 
work can lead to the sort of prescriptive interventions Baron (2012) discusses, but most 
behavioral decision theory research does not focus on testing interventions in real prob-
lem settings. It seeks to test theories of how people process information and make judg-
ments and decisions under uncertainty; it does not struggle with the complications of 
implementing its findings. If alternative approaches enjoy greater theoretical or applied 
success in particular domains of legal relevance, then perhaps K-T man is not the best 
sketch to organize BLE, or it is not the only sketch that should compete with Chicago 
man. Many alternative sketches could be drawn. I identify some alternative perspec-
tives to demonstrate that the particular perspective chosen by BLE founders was not 
foreordained. Each of these alternative perspectives holds to the view that rationality is 
bounded, and is thus at odds with L&E, but each configures the bounds differently.

One alternative, which has already been discussed a bit by BLE scholars (e.g., 
Rachlinski 2011, 2012)  but with much less frequency than the work of Kahneman 
and Tversky, is offered by Gigerenzer and others who argue that people rely on “fast 
and frugal” heuristics to make judgments and decision (e.g., Gigerenzer 2000; 
Gigerenzer and Selten 2002). fast and frugal heuristics differ from the heuristics con-
ceived by Kahneman and Tversky in two key respects:  fast and frugal heuristics are 
(1) domain-specific adaptations to the environment (2) that lead to better results than 
even deliberate, rational calculations when optimization is either not possible or the 
optimal strategy is unknowable. As Gigerenzer (2006) puts it, fast and frugal heuris-
tics provide solutions to problems, whereas the heuristics proposed by Kahneman and 
Tversky create problems (in the form of biases that lead to errors) (cf. Kahneman 2011). 
Kelman (2011) provides a detailed comparison of these contrasting views of heuristics. 
for present purposes, suffice it to say, first, that both heuristics-based research pro-
grams have enjoyed considerable empirical support and presently neither program can 
declare victory,4 and, second, that a BLE based on the fast and frugal view of heuristics 
would likely look very different than the current BLE (Rachlinski 2011). The fast and 

4 Each research program provides important insights and can explain some results that the 
other cannot; likewise, each program has suffered its share of setbacks and has its dissenters. Given 
the breadth of each program and the maneuvers that can be made to protect the hard core of each 
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frugal perspective emphasizes the environmental cues available in any given task, is not 
terribly concerned about errors that occur in the supposedly artificial setups used by 
Kahneman, Tversky, and those following their lead, and is much more sanguine about 
creating environments (including through the reform of laws and legal institutions) that 
can lead to better judgments and choices (Gigerenzer 2006; see, e.g., Sedlmeier 1999).5

Another perspective that dissents from the K-T view that errors arise from biased 
heuristic processing of information attributes a variety of judgmental errors, from reli-
ance on inaccurate stereotypes of others to overconfidence about one’s own abilities, 
to biased samples (e.g., fiedler 2000; fiedler and Juslin 2006). In this view, the prob-
lem (or a key part of the problem) is biased information instead of biased processing 
of information. If individuals base their judgments or decisions on unrepresentative 
samples of information, due either to the way information is found in the environment 
or to a biased but adaptive information search (Denrell and Le Mens 2012), then we 
should expect certain errors to occur and persist (particularly errors that arise from 
avoidance of new information and experiences, such as stereotyping, illusory correla-
tion, overconfidence, and the overweighting of negative information and the prospect 
of a loss). BLE scholars sometimes discount the possibility that ensuring the disclosure 
of information can lead to better decisions (e.g., Paredes 2003); the biased-samples per-
spective suggests that laws that lead to more active information search and counteract 
biased samples and biased sampling tendencies may be an effective way of attacking 
some market failures.

A more general theory of cognition with implications for legal judgment and 
decision-making is fuzzy-trace theory, which arose from false memory research (see 
Reyna 2012; Reyna, Lloyd, and Brainerd 2003). Encoding and retrieval of memories 
are front and center in fuzzy-trace theory, and in other recent approaches to judgment 
and decision-making (e.g., Hilbert 2012). The key premise of fuzzy-trace theory is that 
people encode and rely on both gist and verbatim information about stimuli, with the 
former based on essential meaning(s) drawn from stimuli and the latter based on an 
exact representation of stimuli. These different types of memories often lead to differ-
ent judgments and decisions, with gist memories tending naturally to exert a greater 
impact but verbatim memories being utilized when a task or situations calls for greater 

program, it is unlikely either program, overall, will suffer an empirical knockout. A more fruitful 
approach is to examine success domain by domain, but even within specific domains the outcome 
may not be clear. for instance, an adversarial collaboration design to adjudicate between competing 
heuristic accounts of conjunction effects, as originally observed by Tversky and Kahneman (1982), 
reached an inconclusive outcome (Mellers, Hertwig, and Kahneman 2001).

5 The fast and frugal heuristics program is similar in important respects to social judgment theory, 
which grew out of Brunswik’s (1956) probabilistic functionalism and its lens model, which focuses the 
researcher on how individuals aggregate information from environmental cues to arrive at judgments 
(see Goldstein 2004). Gigerenzer’s work was also influenced by Brunswik but was not as faithful an 
adherent to Brunswik’s ideas. Social judgment theory, like the fast and frugal program, emphasizes 
the role of the environment in determining how well judges perform, and it emphasizes accuracy over 
procedural rationality in the form of consistency and coherence (see Dunwoody 2009).
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detail or precision. A reliance on gist meaning may produce judgments and decisions 
that violate the predictions of rational choice theory based on verbatim representations 
of a judgment or choice scenario, or verbatim memories may interfere with tasks that 
should be decided via gist (see Reyna et al. 2003, for a fuller discussion of the sources 
of rationality errors under fuzzy-trace theory). An important point from fuzzy-trace 
theory is that over time people may develop better understandings of situations and 
of their preferences, allowing gist-based reasoning to handle complex problems very 
effectively and to produce satisfying outcomes because gist memories tend to be more 
stable over time and easier to manipulate mentally than verbatim memories (Reyna 
2012). In this respect, fuzzy-trace theory resembles the fast and frugal view in that both 
reject the view that more, and more analytical, information processing necessarily 
leads to better outcomes.

Changing the key source of irrationality from heuristics and biases to gist- and 
verbatim-based reasoning would change possible prescriptions (e.g., under fuzzy-trace 
theory, alterations in the task can lead people to rely on verbatim memories, an appre-
ciation of how gist representations are formed may lead to changes in how risks are 
communicated (e.g., Stone et al. 1994), and gist-based preferences are more stable than 
the constructed-preferences view of K-T man and BLE). fuzzy-trace theory reserves 
a place for heuristic-driven, or rule-based, reasoning, where broad principles develop 
over time and reside in long-term memory for use on qualitative gists, but the heuristics 
differ from those emphasized by Kahneman and Tversky and can come into conflict 
with one another. These conflicts, rather than processing biases or errors, sometimes 
explain supposed inconsistencies in choices or judgments. for instance, a simple prin-
ciple that more is better than less may come into conflict with an equity principle under 
which each person should have the same chance of survival in the Asian disease prob-
lem. The recognition of trade-offs between general principles in specific cases is a sign 
of competence, not incompetence, in fuzzy-trace theory (Reyna et al. 2003).

furthermore, embracing fuzzy-trace theory could fundamentally alter how we con-
ceive of the law and legal tasks. If priority is given to gist meaning and to higher-level 
representations of quantitative information (nominal over ordinal over interval repre-
sentations), then it may be unrealistic and counterproductive to assume that fine dis-
tinctions in sanctions and rewards will be meaningful to actors (e.g., will the deterrence 
benefits of a five-year increase in a mandatory minimum sentence justify the added 
incarceration costs?), or to those making awards after harms have occurred (Hans and 
Reyna 2011). If there is a preference for fuzzy processing, and broad principles applied 
to gist meanings are more likely to drive judgments and decisions than detailed con-
sideration of verbatim representations of specific probabilities, payoffs, and risks, then 
the law may waste tremendous resources developing and imposing laws that expect 
criminals, consumers, judges, jurors, and others to make fine-grained distinctions that 
are psychologically and behaviorally meaningless. If correct, this means that at times 
the law may be “too potent” from an efficiency perspective. That is, people may give too 
much weight to legal proscriptions or prescriptions and engage in excessively cautious 
behavior.
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Another approach, the adoption of which would lead to a very different perspective 
on legal institutions, is found in what Klein (1998) calls the naturalistic decision-making 
research program. Contrary to the BLE view that all individuals fall prey to predict-
able irrationalities (e.g., Guthrie, Rachlinski, and Wistrich 2001; Rachlinski 2000; 
but see Rachlinski, Wistrich, and Guthrie 2006; Wistrich, Guthrie, and Rachlinski 
2005), naturalistic decision-making researchers have demonstrated that, in a number 
of domains with identifiable conditions, expert judgments reliably outperform the 
judgments of nonexperts (see Pliske and Klein 2003—outside those domains, expert 
judgment can be spectacularly bad and misleading [Tetlock 2005]). We should have 
greater confidence in expert judgments when experts operate in domains where valid 
cues about the causal and statistical structure of the environment can be discerned and 
learned (i.e., the expert receives clear and quick feedback on the accuracy or efficacy 
of her judgments so that she can learn which cues and patterns signal important regu-
larities in situations) (see Kahneman and Klein 2009). This perspective simultaneously 
encourages greater reliance on experts who operate in what Hogarth (2001) has called 
“kind environments,” where they can be expected to learn and improve, and counsels 
against giving too much deference to experts operating in what Hogarth calls “wicked 
environments,” where learning is hard. This emphasis on the dynamic nature of judg-
ment and choice, and the prospect of learning and development, differs greatly from 
the static view found within BLE (see Klick and Mitchell 2006).

With respect to motivational assumptions, recently there have been efforts to move 
BLE toward a greater embrace of unconscious or implicit motivations (e.g., Levinson 
2008; Levinson and Smith 2012). Adopting an implicit motivation framework, which 
gives precedence to associations formed over many years that operate unconsciously, 
could fundamentally alter BLE’s approach to the law and constraining behavior. While 
BLE rejects the L&E view of individuals as cold, calculating utility maximizers, BLE 
still assumes that intentional behavior based on a consideration of material incentives, 
albeit sometimes in an impatient and other-regarding way, will be the primary driver 
of behavior. An implicit motivation approach puts any stimuli with which positive 
or negative (or approach and avoidance) associations may have formed into play as a 
driver of behavior, making it very difficult to predict motivations and control behavior. 
Within this framework, the key question for BLE would become the extent to which 
the law can encourage individuals to shift into a more deliberative mode, overcome 
implicit preferences, and be driven by explicit cost-benefit calculations (see Jolls and 
Sunstein 2006). Presently, implicit motivation research does not provide clear guid-
ance on when implicit, as opposed to explicit, attitudes and beliefs will drive behavior 
(see Oswald et al. 2013), and it would seem premature to adopt an implicit motivation 
framework given the many contentious issues surrounding this body of research (see, 
e.g., Mitchell and Tetlock, in press; Newell and Shanks 2014; Tetlock and Mitchell 
2009).

An alternative motivational perspective that would give plans and intentions a 
larger role is the goal-based decision-making framework put forward by Krantz 
and Kunreuther (2007; see also Carlson et  al. 2008). This framework assumes that 
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individuals attempt to achieve goals rather than maximize happiness or utility, and 
it explains as the product of multiple goal satisfaction rather than the product of K-T 
man’s risk aversion or heuristic processing. When a decision is viewed narrowly, it may 
appear financially irrational (e.g., equivalent changes to utility may be treated differ-
ently depending on whether they are framed as potential losses or gains), but when 
extrafinancial goals are taken into account, the decision may appear rational.6 That is 
not to say that all choices can be made to be rational within this broader perspective, 
because Krantz and Kunreuther argue that goals are context dependent and thus can 
lead to inconsistent and unwise choices through manipulation of the context and goals. 
Because this framework adopts a strong constructed-choice view, in which “true” pref-
erences are “mythical” (Krantz and Kunreuther 2007, p. 160), the prescriptive focus 
falls on the process by which preferences are constructed. In this respect, it departs 
from the libertarian paternalism view that assumes that at least some choices for some 
groups of people reflect true preferences (see Sunstein and Thaler 2003; Mitchell 2005). 
Embracing Krantz and Kunreuther’s perspective would force BLE to deal with the pre-
scriptive problems presented by a strong constructed-preferences view.

Each of these perspectives, if adopted would lead to important clarifications or 
changes in how heuristics, biases, preferences, or irrationality are defined, in the 
causes of irrational behavior, or in the measures to be taken to improve judgment and 
decision-making. If a general reorientation along the lines of one of these alternative 
perspectives is hard to imagine (or some other perspective I failed to discuss, such as 
an approach that seeks to integrate affect into the decision process; e.g., Loewenstein 
et al. 2001), consider smaller-scale changes to particular findings and midlevel theo-
ries embraced by BLE scholars where those findings or theories have encountered chal-
lenges. for instance, Birnbaum has assembled considerable evidence casting doubt on 
the descriptive accuracy of prospect theory and cumulative prospect theory for risky 
choices, and on the supposed mechanism behind the reflection effect (e.g., Birnbaum 
2006, 2008; Birnbaum et al. 2008), and Reiss (2004, 2005) explains why the proposition 
sometimes found in BLE articles that extrinsic rewards undermine intrinsic motiva-
tion is not warranted. Many examples could be offered, for the field of judgment and 
decision-making does not suffer from a lack of theoretical and empirical debate. The 
vibrancy of the field, and the importance of the topics found within it, guarantee that 
few noteworthy findings or theories will go unchallenged for long.

BLE’s behavioral assumptions have been defended through comparison with 
the behavioral assumptions found in L&E, rather than in comparison to alternative 
behavioral propositions found within behavioral decision theory. Although it is not 
clear that an assumption of rational behavior is always such a bad choice descriptively 
and prescriptively (see Mitchell 2002b, 2003), certainly psychologists and behavioral 

6 The goal-based and expected-utility approaches to choice differ considerably, and the goal-based 
approach differs from prospect theory. for an extended discussion of these differences using the 
example of insurance, see Krantz and Kunreuther (2007).
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economists have documented many reliable deviations from rationality. But which 
psychological theory or framework best predicts and explains those deviations—which 
version of bounded rationality is best—is a matter of considerable empirical dispute. 
Rather than select one all-purpose behavioral model, an alternative approach for BLE 
would be to take a problem-centered approach that replaces domain-general prescrip-
tions with domain-specific solutions.

2 Method

If there is a method characteristic of the foundational (and many subsequent) BLE 
works, it is an analytical method and not an empirical method. Some BLE scholars do 
perform empirical research and adapt paradigms from behavioral decision theory to 
legal settings (e.g., Korobkin 1998; Rachlinski and Jourden 1998; see also  chapter 5 by 
Engel in this volume on the growth of empiricism within BLE), but the great majority 
of BLE scholarship involves extrapolation from preexisting empirical research to some 
legal setting or task (see also Teichman 2011). The BLE scholar invokes a behavioral 
tendency supposedly revealed by the empirical studies, such as the status quo bias or 
base rate neglect, and applies it to some legal judgment or decision, such as judgments 
about future risks or past harms. The key consideration seems to be that the judgment 
or decision type under study be similar in kind to the legal judgment or decision of 
interest to the BLE scholar. The match between experimental conditions and applied 
conditions need not be great, and, as noted in the prior part, other behavioral tenden-
cies and situational features that may complicate the picture are usually ignored (see, 
e.g., Mitchell 2002b, 2003).

BLE scholars rarely offer well-specified models of the incentive, informational, task, 
and other situational conditions under which irrational behavior is hypothesized to 
occur. This lack of specification means that BLE scholars rarely engage in a close com-
parison of the conditions present in the laboratory to the conditions in the setting of 
application. With respect to individual-level variables, BLE scholars typically treat K-T 
man as a fair representative of all humans, regardless of age, sex, education, and experi-
ence, sometimes claiming explicitly and at other times implying that most participants 
in the relevant empirical studies, or people in general, behave in a particular way.7 That 
is very often not the case (Gigerenzer and Brighton 2009; Oreg and Bayazit 2009).

In some studies the majority of participants do exhibit irrational behavior. for exam-
ple, in a meta-analysis of dictator game studies, Engel (2011) found that approximately 
63% of all dictators offered more to the other player than a perfectly rational dictator 

7 BLE’s analytical approach brings with it many unexamined assumptions and implications that 
I have criticized in detail elsewhere (Mitchell 2002a, 2003, in press). My overarching criticism is 
that BLE scholars often mistake internally valid findings for externally valid, generally applicable, 
practically significant findings. BLE scholars have too much faith that the experiments of 
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would, whereas approximately 36% exhibited rational behavior.8 But those percent-
ages only held in the aggregate: some settings and some groups exhibited very different 
patterns of behavior. Anonymous dictators gave less, older dictators gave more, and 
deserving recipients received more, among other variables that affected dictator giv-
ing. Engel (2011) describes the ultimatum game as “an exercise in exploring human het-
erogeneity” (p. 607, emphasis added), as “a powerful tool for [studying] the systematic 
variation of conditions that moderate sociality” (p. 608). An application of the ultima-
tum game results should take this systematic variation into account rather than reduce 
the results to the simple proposition that individuals have other-regarding preferences 
that may trump narrow self-interest (on the need for comparative empirical research 
pitting BLE and L&E predictions against one another, see Mitchell, in press).

BLE’s broad analytical approach permits BLE scholars tremendous prescriptive flex-
ibility but also makes it likely that many prescriptions will fail to have their desired 
effects. The use of underspecified empirical assumptions protects K-T man in the face 
of failed predictions and prescriptions (if only X had been present, then Y would have 
occurred. . .) but interferes with the goal of injecting greater realism into the law: to 
advance the behavioral realism of our assumptions about how individuals interact 
with, interpret, and apply the law in particularized settings, we need to understand 
which conditions are necessary and which are sufficient for the production of which 
irrationalities. Or, more generally, we need to recognize the probabilistic relations 
among the relevant variables for particularized areas of the law and take those prob-
abilities into account when formulating prescriptions.

There is a deeper problem, however, than the problem of faithful application of the 
varied experimental results: attempts to bring the outside world into the laboratory may 
not capture all of the variables that will be important once judgments and decisions are 
back outside the laboratory. The approach adopted by Kahneman and Tversky and uti-
lized by many subsequent cognitive and social psychologists was to formulate a decision 
problem with a rational solution derived from the postulates of rational choice theory 
and an irrational solution derived from a psychological theory. The context supplied 
in the judgment or decision problem itself is key (e.g., how choice options are framed, 
whether nondiagnostic or pseudodiagnostic information is provided), not the larger 
environment in which the judgment or situation occurs. These studies were designed to 
test whether people deviate from rationality in the ways predicted by psychological the-
ories, not to examine the generality of the observed phenomena. Edwards (1983) notes 

psychology and behavioral economics have identified robust, general tendencies instead of localized 
demonstrations of deviations from rational choice theory. I focus here on the broad contours of this 
approach and some alternatives that might produce more reliable prescriptions tailored to specific 
problems.

8 That approximately one-third of the more than 20,000 dictators studied by Engel exhibited 
rational behavior is not itself a trivial finding. According to Engel (2011), this finding indicates that 
“generosity is not a human universal” (p. 607). Even among those who gave more than was rational, 
they did not exhibit perfect generosity in terms of an even split; they kept on average about 8% more of 
the pie for themselves.
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with regret that the approach taken in his pioneering research served as a precursor to 
Kahneman and Tversky’s method. Edwards’s experiments focused on finding errors in 
probabilistic reasoning and were an outgrowth of error-focused psychological research 
on memory and perception, where errors were used to understand the functioning and 
limits of human sensory abilities. In the sensory research, the tasks and perceptual abil-
ities were seen as so basic that any stimuli could be used and any individual’s mind was 
assumed to be representative of normal adult minds (including the researcher’s own 
mind, which explains why introspection was often used in this research). Use of this 
approach in memory studies turned out to be particularly unfortunate, given what we 
now know about the importance of individual differences in cognitive ability and about 
features of the stimuli and task to remembering.

Because BLE searches for empirical regularities that can serve as the basis for legal 
prescriptions, rather than tests theories, the external validity of the studies that BLE 
scholars rely on should be a primary concern (see Schram 2005). Unfortunately, the 
findings of many of these studies probably do not generalize to the applied domains of 
interest to BLE scholars. In a recent study of effects found in the laboratory that were 
subjected to testing in the field, I found that the effects from social psychology labo-
ratories (the source of many biases invoked by BLE scholars) often did not replicate 
in the field, and in many instances the direction of the effect was different in the field 
than that observed in the laboratory (Mitchell 2012). This lack of external validity can 
be attributed to the generally small size of effects studied by social psychologists (small 
effects are less likely to replicate),9 but also to the purpose behind the studies being the-
ory testing rather than establishment of empirical regularities (or demonstrations of 
effects rather than understanding of the prevalence of behaviors). There is thus a mis-
match between what behavioral decision theory does and what BLE needs.

One alternative methodological approach would be based on what Santos (2007) 
calls technological experiments within experimental economics. Technological exper-
iments, such as those undertaken by Plott (1997) and Roth (1984) on the design of mar-
kets, seek to identify the conditions under which an institution can achieve a particular 
goal where the institution has considerable control over the information (and often 
choices) available and how that information is used. field experiments undertaken to 
test Thaler’s SMarT savings program (Benartzi and Thaler 2004) are a good example 
of using experiments as tools of institutional engineering:  begin with an under-
standing of how individuals are likely to behave with respect to well-identified deci-
sions, propose a situation-specific intervention to achieve an institutionally defined 
goal with respect to those decisions, and determine whether the intervention pro-
duces the desired effects.

9 Some of the most prominent effects identified by Kahneman and Tversky have turned out to be 
quite small. for instance, Gallagher and Updegraff (2012) synthesized studies examining the impact 
of gain versus loss framing on decisions to detect or prevent poor health behaviors and found no 
reliable effect for framing with respect to detection behaviors, and found a small effect for framing 
on prevention behavior, which is consistent with Kühberger’s (1998) earlier meta-analysis that found 
framing effects to be “only small to moderate size” (p. 42).
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This technological approach may be generalized by emphasizing mundane real-
ism and problem-solving, akin to what Roth (2002) calls “design economics.” In this 
approach, a problem is identified, and then that problem is subjected to high-fidelity 
experimental and field studies designed to identify the cause of the problem and pos-
sible solutions that get refined over time. The key is that the problem be faithfully simu-
lated in the lab, to ensure that important task and environmental factors are captured, 
and be studied in the wild, to verify the laboratory results. This approach is popular in 
industrial-organizational psychology and leads to results with remarkably good exter-
nal validity (Mitchell 2012). fischhoff (1996) advocates a similar approach that involves 
gradual complication of the empirical studies to make sure that important variables 
are captured and that emphasizes ensuring that the researcher understands the judg-
ment or decision problem from the perspective of the targets.

The foregoing alternatives would require greater involvement in empirical 
research by BLE scholars, many of whom do not have empirical training or the 
resources to conduct such research. Some may pair with social scientists to con-
duct original research; many will not. Therefore, a more realistic alternative would 
involve changes to the analytical approach presently favored by BLE scholars, and 
my candidate for the most feasible and most important change to this method 
involves taking the empirical research as it exists but seeking to divine in it the nec-
essary and sufficient conditions for the domain-specific appearance of rational ver-
sus irrational behaviors. This change would begin with the scholar unpacking the 
usually implicit assumptions made about necessary and sufficient conditions:  in 
the research literature relied on, do individuals vary by age, sex, or other identifi-
able characteristics in their risk aversions or whatever behavioral disposition is of 
interest, does the proposed behavior vary by type of good or contract amount, does 
experience moderate the effect, and so on, and which of these conditions are nec-
essary and which are sufficient? Then the scholar would ask whether these condi-
tions approximate the conditions that hold in the legal setting of interest.

An important byproduct of this process is the identification of conditions under 
which the K-T man model, or whatever model is chosen, is likely not to hold. As 
Roth (2002) discusses, with applied work, unlike basic research, complications can-
not be shoved under the rug, so a sense of the complications likely to arise and their 
magnitude is needed. BLE scholars often have a good sense of the unwanted out-
comes or irrational behaviors they hope to help overcome through their extrapola-
tions from behavioral decision theory research, but they may have a poor sense of 
the complications likely to arise or may simply not be focused on the complications.

This proposed process may appear foolhardy given how complex some legal prob-
lems can be and how underdeveloped the empirical research can be,10 and that is 

10 Edwards (1983) estimated that there were at least 3,456 combinations of variables that could be 
important to judgments and decisions but that only 32 variable combinations had been studied as of 
the time he was writing. That figure has probably not increased tremendously in the succeeding thirty 
years.
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precisely the point: if it is difficult to specify the behaviorally important features of the 
legal setting or to draw from the existing literature a set of necessary and sufficient 
conditions for a phenomenon that correspond to these important features, then that 
difficulty should encourage prescriptive caution and highlight the need for additional 
research describing empirical regularities within the legal setting or identifying nec-
essary and sufficient conditions within the psychological or behavioral economic lit-
erature (for a discussion of how to proceed in the face of empirical uncertainty, see 
Mitchell 2002a, 2004).

In this alternative world, BLE scholars would push psychologists and behavioral 
economists to produce more helpful empirical research by identifying gaps in our 
understanding and encouraging greater separation between the conditions empiri-
cally determined to be necessary and sufficient for a theory to hold and the auxiliary 
assumptions that are neither necessary nor sufficient but have simply been chosen to 
implement a test of a theory (e.g., are the particular stimuli chosen seen as crucial or 
fungible?). This alternative world would still leave us a good distance from reliable 
prescriptions. As fischhoff (1996) puts it, “Creating workable interventions requires 
detailed design work, followed by rigorous empirical evaluation” (p. 244). Or as Roth 
(2002) puts it, “design involves a responsibility for detail; this creates a need to deal 
with complications” (p. 1342). But it would be a step in the right direction if the goal 
is particularized prescriptions based on realistic behavioral assumptions. If the goal 
is just to do battle with the L&E over the basic assumptions about human nature that 
should be used broadly to guide legal prescriptions, then concerns still remain about 
the particular model chosen by BLE, namely, K-T man instead of one of its competitors. 
That human nature project is important and may well be worth fighting scientifically—
as fischhoff (1996) discusses, his research on adolescent risk taking may have had its 
greatest real-world impact not through any specific policy but by altering basic views 
about adolescent competence that can translate into greater or lesser autonomy—but 
I am treating the BLE project as an attempt to move the law toward evidence-based pre-
scriptions in order to promote more effective laws, whatever the underlying goals may 
be (see, e.g., Sunstein 2011).

Whatever approach is taken by BLE scholars going forward, at least two rules should 
constrain BLE prescriptions. first, the focus should be on discovering, and basing pre-
scriptions on, reliable patterns of behavior across multiple studies. findings based on 
a handful of experimental studies should be given no weight in BLE’s prescriptions. 
Surprising results may provide grounds for questioning L&E assumptions but should 
not be the basis for prescriptions until their robustness is demonstrated: social science 
is littered with counterintuitive findings that failed to survive scrutiny. Second, before 
embracing a behavioral finding as its own, BLE scholars should insist that the find-
ing be replicated with samples from their target populations in settings, using tasks 
and stimuli, that approximate those in the target domain (cf. Marewski, Schooler, and 
Gigerenzer 2010). That insistence may mean that BLE cannot match every prescription 
made by L&E as it waits on empirical evidence, but it also means that BLE will become 
a more trustworthy guide to prescriptions. These rules might usefully be applied to 
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L&E as well, leading to the rejection of many L&E prescriptions as well, and leaving 
policymakers with competing claims about how to proceed with little empirical evi-
dence to guide them. That state of affairs would, in my opinion, be preferable because 
it would force decisions to be made on value-driven grounds (e.g., would an error from 
following the BLE prescription be better than an error from following the L&E pre-
scription?) rather than on mistaken belief about the state of our empirical knowledge. 
And it might lead to better problem-focused field research in the drive for evidence-
based regulations (see Sunstein 2011).

3 Utility Maximization and  
the Law as a Price

The law per se plays an oddly limited role within BLE.11 BLE scholars accept L&E’s con-
sequentialism and orientation toward law as a price that can be adjusted up or down 
to achieve various effects (see Posner 2001, 2010), with BLE scholars emphasizing how 
biases in beliefs and in the evaluation of options can cause inconsistencies in how actors 
react to legal incentives ex ante or how they impose rewards and penalties after the fact 
(for a critique of this framework in the criminal law context, see  chapter 22 by Harel in 
this volume). BLE scholars criticize, that is, the descriptive accuracy of utility maxi-
mization but not its normative status (Huigens 2001).12 Many of BLE’s prescriptions 
are designed to help people make the utility-maximizing choices they would presum-
ably make were they rational or were they doing as some authority believes they should 
(e.g., by setting particular default terms in contracts or imposing cooling-off periods to 

11 for instance, L&E scholars devote considerable attention to the form a law takes—broadly, a rule 
versus a standard (e.g., Johnston 1995; Kaplow 1992)—but to my knowledge BLE scholars have not given 
equal attention to this question from a behavioral perspective (for some preliminary thoughts on the 
topic, see Hirsch and Mitchell 2008). Where people may not realize that the law provides a structure, 
stricture, or informational baseline for transactions, as with usury limits or required disclosures on 
loans and consumer goods, BLE’s lack of attention to how people understand, internalize, and react 
to the law or legal mandates is understandable. However, even in situations where the salience of the 
law’s role is low, the manner in which information is presented and the source of that information may 
hold greater importance than just creating an endowment or setting returns as losses or gains relative 
to some reference point. Sher and McKenzie’s information leakage theory (2006, 2011) emphasizes that 
in most framing situations the frames chosen may be logically, but not informationally, equivalent. 
Thus, setting a default rule may communicate what choice the authority believes is appropriate (e.g., 
McKenzie et al. 2006), which may lead to greater acquiescence or resistance depending on one’s views 
of the authority or source (see, e.g., Druckman 2001, 2004; Druckman and Chong, in press). Along 
somewhat similar lines, Wilkinson-Ryan (2010) found that including a liquidated damages clause in a 
contract signaled to parties (in the role of hypothetical contractors) that an efficient breach would be 
more acceptable than when damages were not provided for in the contract.

12 There is a fundamental tension between the use of propositions from expected utility theory as 
normative ideals and the use of behavioral evidence to set legal prescriptions because utility theory 
leaves it to the individual to define utility: we determine rationality not through reference to some 
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make up for willpower deficits), and some prescriptions are aimed at preventing firms 
from exploiting irrationalities (e.g., by restricting certain choices for some groups 
of people or imposing liability for some kinds of behavior). Other BLE prescriptions 
implement a broader conception of utility that incorporates other-regarding prefer-
ences but still operate within an expected utility framework.

Oftentimes people depart from rational choice predictions not because they are 
irrational but because they reject efficiency or utility maximization as the proper goal. 
Baron has studied several nonconsequentialist rules that people employ to make deci-
sions with legal or social welfare implications (see, e.g., Baron 1994, 1998;  chapter 3 in 
this volume). Sunstein (2005) shares Baron’s view that many moral and legal judg-
ments are based on “moral heuristics” that can lead people away from normative ide-
als. Sunstein defends a weakly consequentialist normative framework, but he argues 
that moral heuristics may lead to deviations from whatever normative framework one 
adopts. Baron and Sunstein reject the view popular among some philosophers that 
intuitions are a reliable guide to value judgments and discovery of “moral facts.”

I do not doubt that a good number of legal and moral judgments are the product 
of intuitive judgments that people would reconsider under some conditions, and I am 
skeptical of treating intuitions as reliable guides to moral facts or values (setting aside 
the difficult question of how to separate post hoc rationalizations from reason-giving 
arguments; see Mitchell and Tetlock 2009). But some nonconsequentialist moral and 
legal judgments and decisions would appear to be hard to characterize as unreasoned 
and mistaken from an internal point of view, and probably reflect either an intentional 
rejection of efficiency as the right goal or a trade-off between efficiency and another 
value (cf. Mitchell et al. 1993, 2003). In the domain of torts, for instance, Tetlock and 
I found that a corrective justice norm, more than deterrence or distributive justice con-
cerns, drove judgments about liability following both intentional and negligent torts 
(Mitchell and Tetlock 2006).

The epistemic status of intuitions, which has assumed a major role in recent psy-
chological studies of morality (Haidt and Kesibir 2010), presents important questions 
about the underpinnings of legal sanctions, the directions the law should take, and the 
likely effectiveness of laws that depart from robust and widespread intuitions (see, e.g., 
Robinson and Kurzban 2007; Jones and Kurzban 2010). Sunstein’s article and Baron’s 
extensive work could serve as the basis for an ambitious research program examining 

objective good but by examining the coherence and consistency of an individual’s choices across 
options. If we cannot rely on revealed or stated preferences to set prescriptions because of concerns 
about systematic biases or instability of preferences, then prescriptions will either need to be in the 
form of procedural reforms aimed at overcoming biases or based on some objective ideal of welfare 
that is imposed on people (i.e., substantive paternalism of some form). Libertarian paternalism is 
one attempt to overcome this difficulty (by taking a procedural approach), but it presents its own 
problems and ultimately requires externally imposed goals (see Mitchell 2005; see also Korobkin 
2009; Rebonato 2012). Where a public or private institution with power over individuals specifies the 
directions in which those individuals should be pointed, this tension dissolves, but in many domains 
individuals are left to their own devices to set goals and the law ostensibly serves only to structure 
transactions or regulate self-determined transactions.
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the prevalence, sources, robustness, and implications of Sunstein’s proposed moral 
heuristics, but BLE scholars have shown little interest in taking up this research pro-
gram on their own or in collaboration with social scientists (for examples of excep-
tions, see Depoorter and Tontrup 2012; Wilkinson-Ryan 2011). Questions about why 
people sometimes reject distributional efficiency and transactional utility maximiza-
tion, or trade efficiency off against other values, raise some of the thorniest and most 
interesting questions for legal and political systems. BLE scholars are particularly well 
suited to address these questions because, through their legal expertise, they possess 
sophisticated understanding of the arguments that can be made, and tested, in support 
of deontological as opposed to consequentialist norms.

BLE should take a more behavioral approach to norm selection and legal interpre-
tation if for no other reason than to improve its prescriptions. It may be that people 
penalize efficient risk-taking because they fall prey, say, to a “normality bias” (Prentice 
and Koehler 2003), or some other bias that leads to error. Or it may be that people worry 
about the larger social or motivational effects of embracing a particular normative rule 
or want to re-establish the status of group members who suffered harm (e.g., Tetlock 
2002). A host of interesting questions arise if we ask whether a deviation from conse-
quentialism was caused by an unwanted judgmental bias or by rejection of consequen-
tialism, rather than assume the former to be the case. When and why do people reject 
the notion of efficient breach (Wilkinson-Ryan and Baron 2009)? Why are some people 
insufficiently sensitive to the probability of detection in tax compliance behavior (cf. 
Baron and Ritov 2009)? And so on. In some situations, many individuals would surely 
endorse the goal of utility maximization and welcome the law as a means of facilitat-
ing efficient transactions, either through ex ante restrictions (e.g., antitrust laws) or 
post hoc review, where bounds on rationality get in the way of efficiency. But in other 
situations, L&E and BLE will confront the more fundamental problem of convincing 
individuals that a consequentialist approach is the right approach. Many behavioral 
findings are likely to be relevant regardless of the normative theory embraced, but they 
may have different implications for different normative theories (see, for example, the 
discussion of the normative implications loss aversion research in Zamir 2012).

4 Conclusion

Please choose one of the following options:

 (a) Many of the insights found in BLE are clever and original but are based on a 
fairly narrow set of psychological assumptions and involve questionable applica-
tions of psychological research.

 (b) Until significant changes are made to move BLE toward empirically tested, 
domain-specific prescriptions, there is little reason to believe that BLE’s pre-
scriptions will be more effective than those offered by L&E.
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 (c) Employing better specified models would be an important first step toward a 
truly behavioral approach to law of the kind envisioned by early BLE articles.

 (d) None of the changes imagined in this chapter, especially the methodological 
ones, is likely to be embraced by BLE scholars.

 (e) All of the above.
 (f) None of the above.

My choice was (e). I hope your choice was not (f), because if it was, then you made 
a choice that rejects option (d), which you probably did not mean to reject. Did you 
do that because you are incapable of simple logic, because you relied on a simple heu-
ristic that usually produces good results (such as “always disagree with this author”), 
because you read the options to mean something different than I intended, or because 
you were momentarily inattentive? You probably should have just skipped the question 
given that answering it is of no consequence—that would have been the efficient thing 
to do—but of course that was not an explicit option, and maybe you were just trying to 
be a good participant and select the best option from a set of unattractive options. Or 
maybe you were trying to be nice to the author, even though I will probably never ask 
you whether you even answered the question, much less what answer you gave. If you 
did select (f) with the intention of rejecting option (d), then what does that say about 
your understanding of the world and the influence of book chapters in it, particularly 
one written by this author? In that case, we will count you as logical, but you prob-
ably do need some help. Whatever your choice, I am confident that I could find in BLE 
guidance on how to present this problem in a way that would allow me to demonstrate 
some supposed irrationality on your part, no matter who you are or what the problem 
involves. If you doubt my ability to do that, then perhaps you should take my concerns 
about BLE more seriously. Or, if you get the point of this silly little demonstration, then 
perhaps you should take my concerns about BLE more seriously.
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1 Introduction

A standard convention in the economic analysis of law for many years has been the 
so-called homo economicus model of human behavior. According to the homo eco-
nomicus model, human beings are rational and selfish actors. This means that they 
rationally pursue their own self-interest and “utility,” which, as discussed below, is con-
ventionally conceived of as maximizing their own material wealth.

1.1 History of the Homo Economicus Assumption in Law

This approach can be traced back at least to the writings of legal scholar and Supreme 
Court justice Oliver Wendell Holmes. In his influential 1897 essay “The Path of the 
Law,” Holmes argued that in trying to understand how legal rules influence human 
behavior, there is little point in trying to take account of either ethics or morality. 
Indeed, Holmes believed that “nothing but confusion of thought” could result. He 
urged a different approach: “if you want to know the law. . . you must look at it as a bad 
man, who cares only for the material consequences which such knowledge allows him 
to predict, and not as a good one, who finds his reason for conduct. . . in the vaguer 
sanctions of conscience” (Holmes 1887, 460).

Holmes went on to explain, “Take again. . . the notion of legal duty, to which I have 
already referred. We fill the word with all the content which we draw from morals. But 
what does it mean to a bad man? Mainly, and in the first place, a prophecy that if he does 
certain things he will be subjected to disagreeable consequences by way of imprison-
ment or compulsory payment of money” (459–60). Holmes’s “The Path of the Law” thus 
can be viewed as one of the earliest examples of the conventional law-and-economics 
assumption that the best way to understand how legal rules influence behavior is to 
assume that people treat the possibility of legal sanctions simply as a possible cost in 
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a rational cost-benefit analysis of whether it is personally advantageous to conform to 
the requirements of the law.

In adopting this approach, Holmes was embracing one of the basic precepts of 
nineteenth-century economic theory, that people are purely selfish actors. As Francis 
Edgeworth put the point, “the first principle of Economics is that every agent is actu-
ated only by self-interest” (Edgeworth 1881, 16). John Stuart Mill in 1836 similarly 
viewed political economy as concerned with man “solely as a being who desires to pos-
sess wealth” (Mill 1948, 137).

1.2 Homo Economicus in Contemporary Law and Economics

In the spirit of Holmes and nineteenth-century economic thought, twentieth-century 
economic analysis of law continued to view Economic Man as a being focused entirely 
on maximizing his own material well-being. Thus it became standard practice in 
analyzing tort and contract law, for example, to presume that both potential injurers, 
and contracting parties, were selfish actors who would not hesitate to impose risks 
on others or breach contractual obligations whenever the anticipated personal costs 
were less than the anticipated personal benefits of doing so. Even in criminal law, the 
sanction of imprisonment was treated as a kind of “price” for criminal conduct that 
criminals incorporated into their personal cost-benefit analyses in deciding whether 
or not to commit a crime (Becker 1993). As Richard Posner summarized the standard 
approach in his classic treatise on the economic analysis of law, “The task of econom-
ics, so defined, is to explore the implications of assuming that man is a rational maxi-
mizer of.  .  . what we shall call his ‘self-interest.’.  .  . The concept of man as rational 
maximizer of his own self-interest implies that people respond to incentives” (Posner 
1998, 3–4).

1.3 Homo Economicus as a Sociopathic Actor

By assuming people always sought to rationally maximize their own wealth, conven-
tional economic analysis was able to make human behavior seem both predictable and 
malleable. Pay someone to do something and he would do more of it. Impose a cost, 
and he would do less.

This approach gave law and economics an attractive patina of mathematical rigor. 
Yet at the same time, the assumption that people always pursue their own material 
self-interest is not only unflattering, but highly unrealistic and unempirical. Although 
for a variety of reasons people tend to notice selfish behavior more than they notice 
unselfish “prosocial” behavior (Stout 2011, 45–71), casual observation quickly reveals 
that people frequently violate the homo economicus assumption by making sacrifices 
to follow ethical and legal rules and to help or to avoid harming others. Thus we daily 
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observe large individuals waiting patiently in line rather than shoving their way to the 
front; we see people extend innumerable small courtesies and benefits to others; and 
as a general matter, we routinely observe the mass of humanity refraining from theft, 
fraud, and mayhem. Indeed, prosocial behavior is so common that when we find the 
rare individual who truly behaves like homo economicus and always pursues his or her 
own self-interest without regard for consequences to others, we label such relatively 
rare actors psychopaths or sociopaths (Stout 2011, 43–49).

1.4 Why the Concept of Utility Doesn’t Solve the Problem

One common response in the economic literature to the suggestion that homo eco-
nomicus is a functional psychopath is to argue that economic analysis does not neces-
sarily assume people are always selfish in the sense they maximize their own material 
wealth. Thus discussions of Economic Man sometimes describe him as a rational max-
imizer not of money or material goods, but of “utility,” a word that is broad enough to 
capture a wide range of desires beyond the accumulation of material wealth. (For an 
example, see Posner 1998, 4–5.) The next step is simply to assume that homo economicus 
sometimes gets utility from behaving ethically or from helping or avoiding harming 
others. This approach makes apparently unselfish behavior, like giving to charity or 
obeying the law when the police are not present, seem consistent with self-interest 
“broadly defined.”

Unfortunately, this strategy also reduces economic theory to a tautology. By defin-
ing “incentives” to include not only material goods but also such intangibles as love, 
esteem, and a sense of obligation, the word “incentives” has its meaning expanded to 
include any possible human motivation. This renders economic logic circular. The fun-
damental principle of economics is that people are motivated by incentives. If we then 
define incentives as anything that motivates people, the tautology is readily apparent 
(demsetz 1999, 492; Stout 2011, 33).

This circularity is troublesome not only because it shows a lack of intellectual rigor. 
More worrisome, it undermines the value of economic analysis as a means of predict-
ing behavior. As an example, consider the law of demand. The law of demand predicts 
that as the price of a good rises, demand for that good will decrease. Yet this prediction 
will only hold if we implicitly assume consumers seek to maximize their own wealth. If 
we were to assume instead that gas consumers want to altruistically benefit sharehold-
ers of gas companies, we would predict that a rise in gas prices would cause consumers 
to buy more gas rather than less. Without a strict homo economicus assumption, the law 
of demand loses its predictive power.

Thus we are left with a challenge. We know that Homo sapiens (as contrasted with 
homo economicus) frequently violates the prediction of purely selfish behavior by sacri-
ficing to follow ethical rules and to help or avoid harming others. How can we incorpo-
rate this reality into economic analysis without destroying its predictive power?
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2 Experimental Gaming Results

The challenge posed above has inspired a number of scholars to adopt a behavioral eco-
nomics approach in the quest to develop a model of human behavior that incorporates 
the empirical reality of prosociality, while still allowing economic analysis to retain 
most of its predictive power. They have been greatly assisted in this endeavor by the rise 
of the empirical methodology known as experimental gaming.

In an experimental game, human subjects in carefully controlled laboratory condi-
tions are asked to make choices while experimenters observe how the subjects’ behav-
ior changes in response to changes in experimental conditions. One particular trio of 
experimental games—the social dilemma game, dictator game, and ultimatum game—
has proven especially useful in helping behavioral economists and other experts 
develop a working model of when and how people will act prosocially. The literature on 
these three games is extensive and includes the results of hundreds if not thousands of 
individual treatments. From this massive data set, several consistent empirical findings 
have emerged (for a comprehensive review of this body of work see  chapter 2 by Gächter 
in this volume).

2.1 Prosocial Behavior Is Common

The first finding is that prosocial behavior is endemic. This has been demonstrated, for 
example, by hundreds of social dilemma experiments. In a social dilemma, a group of 
players is assembled, and each player asked to choose between the “defection” strat-
egy of maximizing his or her own wealth and the “cooperative” strategy of making a 
sacrifice to increase returns for the group as a whole. As in the case of the classic pris-
oner’s dilemma, subjects in a social dilemma reap greater average payoffs if all chose to 
cooperate and sacrifice for the benefit of the group. However, also as in the prisoner’s 
dilemma, the incentives in a social dilemma game are structured so that any individual 
player always does better by defecting, regardless of what the others in the group do 
(see dawes 1980).

Hundreds of social dilemma experiments demonstrate that a large portion of play-
ers in the experiment typically will choose to cooperate and sacrifice for the benefit of 
the group (Stout 2011, 84–86). For example, one meta-analysis of more than 100 social 
dilemma experiments by sociologist david Sally found that the cooperation rate in 
the experiments averaged about 50% (Sally 1995, 62). Psychologist Robin dawes and 
economist Richard Thaler similarly reported in a survey of single-play social dilem-
mas that players in the games chose to sacrifice for the benefit of the group between 
40% and 60% of the time (dawes and Thaler 1988, 187–97). Social dilemma experiments 
thus establish beyond reasonable dispute that people frequently act altruistically, in the 
sense that they elect to make a material sacrifice in order to benefit others.
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2.2 Prosociality Includes Spite as Well as Altruism

However, altruistic self-sacrifice is not the only type of unselfish behavior people dis-
play in experimental games. This can be seen in the results of a second type of game that 
has been studied extensively, the ultimatum game. A typical ultimatum game has two 
players. One player, called the “proposer,” is given a sum of money, and then told that 
she can decide to give any portion that she chooses to the second player, who is called 
the “responder.” The responder is then presented with his own choice. He can accept 
the amount of money the proposer chose to give him. Or he can reject the proposer’s 
offer. If the responder chooses to reject the proposer’s offer, both players get nothing 
(see Camerer and Thaler 1995).

If homo economicus were asked to play an ultimatum game, the proposer would 
offer the minimum amount of money possible short of offering nothing at all. Then 
the responder would accept this token amount since rejecting it will result in her 
receiving nothing. Experiments consistently find that real people don’t play ultima-
tum games the way homo economicus would. Rather, in the typical ultimatum game 
experiment, the proposer usually offers the responder a substantial portion of the stake 
she has received, most frequently half. And if the proposer does not offer to share a 
substantial portion, the responder usually will reject the proposer’s offer (Camerer and 
Thaler 1995). Thus, one recent survey of ultimatum games played in a wide variety of 
non-Western cultures concluded that “in different countries, the majority of proposers 
offer 40–50% of the total sum, and about half of all responders reject offers below 30%” 
(Nowak, Page, and Sigmund 2000, 1773).

Ultimatum games thus demonstrate that people will not only sacrifice to benefit oth-
ers; they will also sacrifice to harm them. This sort of “unselfish” behavior (meaning 
that it does not maximize personal wealth) is known in lay terms as vengefulness or 
spite. It may seem odd to describe spite as a prosocial behavior, given that its goal is to 
harm another. Yet as we shall see below in discussing prosocial behavior in contract-
ing, spite can prove useful as a vehicle for motivating others to behave more prosocially.

2.3 People Anticipate Others’ Altruism and Spite

Finally, a third experimental game that has shed much light on the phenomenon of 
prosociality is the game called the dictator game. dictator games are quite simple. Two 
players are involved, and the first is given a sum of money and told she can choose to 
distribute all of it, some portion of it, or none of it, to the second player. The second 
player then receives whatever the dictator is willing to share with him, no more and no 
less. This is of course why the first player is called the dictator (see Camerer and Thaler 
1995).

A majority of subjects asked to play the role of the dictator in an anonymous dicta-
tor game will choose to share at least some portion of their initial stakes with the sec-
ond player. For example, one cross-cultural study reported that dictators in different 
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cultures offered to donate averages of between 20% to 32% of their stakes (Henrich 
et al. 2004, 27). dictator game experiments thus confirm the sort of unselfish altruistic 
sharing commonly seen in social dilemma games. What is interesting and significant 
about dictator games, however, is that the amount dictators choose to share typically 
is smaller than the amount proposers offer in ultimatum games. For example, in the 
cross-cultural study mentioned above, dictators’ donations averaged only between 
60% and 86% of the amounts that subjects in the same cultures offered when playing 
ultimatum games (Henrich et al. 2004). This finding suggests that the proposers in ulti-
matum games have an additional motive, beyond altruism, for sharing. It appears that 
proposers in ultimatum games anticipate that if they give a low offer, their responder 
will spitefully reject it.

This finding is important. It demonstrates not only that people behave altruisti-
cally and spitefully, but that people know that other people behave both altruistically 
and spitefully, and change their own behavior in anticipation. As we shall see, such 
second-order influences can be important in understanding how legal rules incorpo-
rate and rely on the phenomenon of prosociality.

3 Using Experimental Gaming to  
Model Prosocial Behavior

Taken together, the social dilemma game, ultimatum game, and dictator game offer 
us three basic lessons about human behavior. The first lesson is that people sometimes 
sacrifice to follow rules and benefit others; the second lesson is that they also some-
times sacrifice to harm others (spite); and the third lesson is that most people anticipate 
that others might act altruistically or spitefully.

Experimental games thus demonstrate beyond reasonable challenge that the homo 
economicus assumption of wealth-maximizing behavior can be misleading. At the 
same time, beyond their cautionary value, these three lessons from experimental gam-
ing are not yet particularly useful. We want to know when people act altruistically or 
spitefully, and why. To appreciate the nature of the problem, consider again the 50% 
cooperation rate typically observed in social dilemma experiments. This finding dem-
onstrates people often behave unselfishly. But it also demonstrates that people often 
behave selfishly. Otherwise we would observe cooperation rates of 100%.

Luckily, the experimental gaming literature does more than simply prove prosocial 
behavior occurs. It also gives us considerable insight into when, and why, people act 
prosocially. Researchers have been able to arrange some social dilemma experiments 
so that as many as 97% of subjects sacrifice and adopt a cooperative strategy that ben-
efits their fellow players. In others, they have been able to structure the experiments so 
that cooperation rates drop as low as 5% (Sally 1995, 62). This is an intriguing finding, 
because in any social dilemma experiment, the economic payoffs are always structured 
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so that an individual player maximizes his or her personal wealth by selfishly defect-
ing rather than prosocially cooperating. The economic structure of the game is fixed. 
Yet the behavior we observe in these games shifts, from very low cooperation rates 
observed in some games to very high cooperation rates observed in others.

Nor do these differing results seem to be determined by the nature of the subjects 
themselves. Although differences in age, gender, and cultural background have corre-
lated with slight differences in the proclivity to adopt a cooperative strategy in experi-
mental games, these demographic differences are typically weak (Stout 2011, 100). It 
appears most shifts in the behavior observed in games can be attributed to differences 
in the social conditions under which the games are played.

3.1 The Importance of Social Cues

In particular, three social variables seem to play consistently significant roles in deter-
mining the incidence of unselfish behavior observed in experimental games. The first 
social variable is instructions from authority: subjects are far more likely to cooper-
ate in a game when the researcher instructs them to cooperate (for a meta-analysis of 
numerous studies finding this, see Sally 1995; for discussion see Stout 2011). Of course, 
we have known since the days of Stanley Milgram’s infamous feigned electric shock 
experiments that people will harm others when instructed to do so (Milgram 1974). 
The interesting thing is that people will also unselfishly help others when instructed to 
do so.

A second social variable that determines whether experimental subjects behave self-
ishly or unselfishly is whether they believe that others in their situation would behave 
selfishly or unselfishly. (For an example, see Gautschi 2000.) This pattern is consistent 
with the well-established sociological finding that people for a variety of reasons tend 
to imitate others’ behavior (for discussion, see Stout 2011).

Finally, a third important social variable that influences the incidence of prosociality 
is the magnitude of the benefits subjects believe their prosocial sacrifice will provide to 
others. (This is classified as a social variable because the focus is on benefits to others, 
rather than to oneself.) We are more likely to sacrifice to obey rules, or to help or avoid-
ing harming others, when we think the social benefits are larger rather than smaller 
(for a meta-analysis, see Sally 1995; for an example see Andreoni and Miller 2002).

3.2 The Jekyll-Hyde Syndrome

Prosocial behavior thus conforms to what could be called a Jekyll-Hyde pattern. In 
some social situations (buying a car, picking a stock portfolio), most individuals 
behave in the purely selfish fashion of Mr. Hyde, acting as if they are indifferent to con-
sequences for others. Yet in other social situations, the same individuals act like proso-
cial dr. Jekylls, sacrificing to follow rules and to help or to avoid harming others. This 
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duality is so deeply rooted in human nature that it can be observed with brain-imaging 
technology; different parts of the brain are active when people act selfishly and when 
they act prosocially (McCabe et al. 2001).

As indicated, among the key social variables that influence the incidence of proso-
cial behavior are instructions from authority, beliefs about others’ behavior, and beliefs 
about the magnitude of the consequences for others of one’s own actions. These three 
variables not only consistently affect the incidence of prosocial behavior in experimen-
tal games; their importance in triggering prosociality is also supported by the litera-
ture in developmental psychology, social psychology, and evolutionary theory. (For 
an extended discussion, see Stout 2011.) When each of these social variables is aligned 
to support prosociality, a very high incidence of prosocial behavior can be observed. 
Conversely, when the variables are aligned to support selfishness, selfishness results.

3.3 Some Caveats

This basic Jekyll-Hyde model is, however, subject to three important caveats that also 
can be seen in the experimental data. The first caveat is that it appears that a very small 
percentage of the population, probably only around 2% to 3%, still act like homo eco-
nomicus in experimental games where the social variables are aligned to trigger pro-
sociality. This finding is consistent with the observation that a similar percentage of 
the population can be described as psychopaths or sociopaths (American Psychiatric 
Association 2013). Second, the willingness to act prosocially also seems to depend to 
some extent on whether one perceives the persons with whom one is interacting to be 
members of one’s “in group” whose welfare deserves some consideration. Thus the like-
lihood of prosocial behavior tends to decline with social distance, and may disappear 
entirely when dealing with those to whom one feels no social or human connection 
whatsoever (for an example, see Hoffman et al. 1996; for discussion see Stout 2011). The 
third and perhaps most important caveat is that while most people are capable of act-
ing prosocially when social conditions support this, personal costs seem to remain rel-
evant. The higher the personal cost of behaving altruistically or spitefully, the less likely 
we are to observe altruistic or spiteful behavior (for meta-analyis see Sally 1995; for dis-
cussion see Stout 2011).

4 Some Legal Implications of  
Prosocial Behavior

In sum, by using the data from experimental gaming, it is possible to develop a crude 
model of prosocial behavior that allows us to make testable predictions about when 
and to what extent most people will sacrifice their own material welfare to follow rules 
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or to help or avoid harming other people. This allows us to create a rough-and-ready 
model of human behavior that is admittedly more complex than the reductionist homo 
economicus approach, but has the distinct advantage of allowing us to make behavioral 
predictions that are more accurate in many circumstances than the homo economicus 
approach permits. Recognizing this, a number of legal experts have begun to incorpo-
rate the empirical phenomenon of prosocial behavior into their analyses of how law 
influences human behavior. Some examples are offered below.

4.1 Prosocial Behavior as a Supplement to or  
Replacement for Regulation

Perhaps the most obvious and intriguing possibility raised by the research on proso-
cial behavior is that it suggests that it is not always necessary, or even wise, to use fines 
or imprisonment (inalienability rules) to regulate human behavior and channel it in 
desirable directions. The right social conditions can trigger prosocial behavior even in 
the absence of material incentives.

One of the earliest and most influential explorations of this possibility can be found 
in Robert Ellickson’s 1991 study of how extralegal, prosocial “norms” determined the 
way neighbors resolved conflicts in Shasta County, California (Ellickson 1991). Many 
legal scholars who have written about norms after Ellickson have implicitly chosen to 
retain the homo economicus model by emphasizing how norms are enforced by social 
sanctions, especially refusing to engage in transactions with norms violators (“shun-
ning”). (For an example see Bernstein 1992.) However, Ellickson himself explicitly 
argued that norms were often internalized and shaped behavior through the influence 
of conscience rather than any consideration of material consequences. This approach 
not only explains why neighbors might be willing to incur a personal cost to impose 
social sanctions on norms violators (evolutionary biologists call such behavior altru-
istic punishment), but also has far more power to explain prosoocial behavior among 
strangers in large, anonymous, urban societies. (For discussion, see Fehr et al. 2002.)

In particular, the empirical evidence on prosocial behavior suggests that even in sit-
uations where it is difficult or impossible to employ legal or social sanctions, we may 
be able to encourage people to act more prosocially by arranging the social variables 
to support prosocial behavior. That is, we can encourage people to obey the law and 
to help, or at least avoid harming, others, even when neither the police nor the neigh-
bors are in sight (dau-Schmidt 1990). A good example of this approach can be found 
in the work of environmental scholar Michael vandenbergh. As vandenbergh points 
out, individuals and households make large contributions to the problem of environ-
mental degradation. To the extent individuals and households can be encouraged to 
take account of and minimize environmental damage in making consumption deci-
sions, society can address the problem of environmental damage without having 
either to resort to expensive explicit regulation, or try to rely upon social interactions. 
vandenbergh describes the process of encouraging people to behave more prosocially 
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in making personal consumption decisions as environmental “norm activation” 
(vandenbergh 2005). He suggests that environmental norms can be activated and indi-
viduals can be induced to take steps to avoid environmental harm by providing them 
with information about how their behavior damages the environment. This approach 
is consistent with the empirical evidence demonstrating that people are more likely to 
act prosocially when they understand that their behavior has significant, rather than 
minor, consequences for others. vandenbergh also argues that environmental norms 
can be activated by providing individuals and households with information about how 
others are attempting to behave in a more environmentally responsible fashion. Again, 
this is consistent with the evidence that prosocial behavior increases when people 
observe others behaving prosocially.

As vandenbergh’s work on environmental norm activation illustrates, social “fram-
ing” that manipulates social context in a fashion that encourages prosocial behavior 
can be employed as a valuable supplement to legal sanctions as a means of channel-
ing behavior. Another intriguing line of the modern literature on prosociality, however 
looks at the possibility that when we try the opposite approach—when we add material 
sanctions to a context where prosocial behavior is already expected to be the norm—
we sometimes see that emphasizing legal sanctions (or even rewards?) may have the 
unintended and undesirable consequence of diminishing the likelihood of prosocial 
behavior, to the point where adding legal sanction proves counterproductive. This phe-
nomenon is called “crowding out.”

One renowned empirical demonstration of the crowding-out phenomenon was 
an experiment in which parents using child care centers were, for the first time, 
required to pay a fine when they arrived late to pick up their children. The homo 
economicus model would predict that fining late parents would reduce the incidence 
of lateness. Yet the experimenters observed the opposite result—after the day care 
centers began using fines, parents began arriving later, more often, than when there 
had been no fines (Gneezy and Rustichini 2000). It appears the decision to begin 
imposing fines on parents who arrived late changed the parents’ perception of the 
social context, signaling to them that the fine was the “price” for arriving late and the 
social situation was more like a marketplace in which they were free to act in a purely 
selfish fashion.

4.2 Prosocial Behavior and Negligence

In addition to shedding light on how we can best use regulations (inalienability rules) 
to change behavior, the phenomenon of prosocial behavior also carries implications 
for our understanding of a number of important problems in the theory of negligence. 
One of the most puzzling of these is the question of why we do not see runaway negli-
gence, despite the well-recognized reality that the prospect of being held liable for per-
sonal damages, alone, is unlikely to produce optimal deterrence for rational and purely 
selfish actors (for discussion see Stout 2011, 157–60).
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This is because a number of elements of the modern tort system work together to 
ensure that tort law systematically undercompensates the victims of ordinary negli-
gence. For example, many victims choose not to sue; of those that do sue, many do 
not recover or recover only partial compensation because they cannot prove with suffi-
cient certainty the identity of the tortfeasor, the fact of negligence, or the extent of their 
damages; in many jurisdictions, rules of contributory negligence, damages caps, or a 
prohibition on certain kinds of damages (e.g., pain and suffering for deceased victims) 
further reduce recoveries; and finally, the widespread availability of liability insur-
ance allows many tortfeasors to avoid personal responsibility for any negligence award 
that might be entered against them. The inevitable result, if people were purely selfish, 
should be endemic negligence. Nevertheless, routine negligence does not appear to be 
the norm in most developed nations. This is true even in states like Canada (which 
has a no-fault regime for auto accidents) and New Zealand (which in 1974 abolished 
tort liability for personal injuries and replaced it with a state compensation scheme) 
(Schwarz 1994).

Making tortfeasors pay for the full costs of all losses due to their negligence is unnec-
essary to achieve a reasonable level of deterrence, however, to the extent societies can 
use social framing to encourage prosocial individuals to use care and avoid imposing 
unreasonable risks on others. In fact, many elements of modern societies do just that. 
For example, respected authorities teach that it is wrong to harm others or damage 
their property; we routinely observe those around us taking care to avoid harming oth-
ers; and the benefits to our fellow citizens when we avoid accidently killing or maim-
ing them are usually obvious and highly salient. This means that even without legal 
sanctions for negligence, as in New Zealand, many and perhaps most individuals can 
still be relied upon to exercise some degree of care towards others (Stout 2011, 162–64). 
Tort liability can be understood as a kind of safety net or backup system to shore up 
prosocial behavior in situations where individuals might be tempted, perhaps because 
of social distance or a relatively high personal cost, to indulge in conduct that poses 
undue risks for others. The doctrine of negligence steps in at this point to create a mar-
ginal additional incentive, in the form of the possibility of personal liability, to tip the 
balance back toward prosocial behavior.

This observation sheds light on another puzzle of negligence law: why, when tort law 
typically undercompensates most accident victims, it deliberately overcompensates 
a select few who are victims of negligence so egregious the tortfeasor is found liable 
not just for compensatory damages, but punitive damages. Punitive damages are only 
awarded against the tortfeasor whom a judge or jury finds to have indulged not merely 
in negligence, but in “wanton negligence,” “malice,” “outrageous conduct,” or “reckless 
indifference” toward others. In such cases, the law gives judges and juries the discretion 
to require the injurer to pay damages that may be several times the magnitude of the 
actual harm suffered by the victim.

Some conventional law and economic scholars have criticized punitive damages on 
the theory that requiring injurers to pay damages in excess of the harm they cause can 
result in inefficient overdeterrence (viscusi 1998). Yet both the underdeterrence typical 
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of normal negligence rules, and the overcompensation characteristic of punitive dam-
ages cases, make sense when we take account of the possibility that the vast major-
ity of the population are prosocial individuals who already have a significant internal 
“incentive” to avoid harming others. Punitive damages, in turn, can be understood as 
a specialized rule that is designed to influence the behavior of those rare individuals 
who lack the capacity to behave prosocially and so always hew closely to the homo eco-
nomicus model of purely selfish behavior. This explanation fits neatly with cases that 
have described the legal standard for punitive damages as requiring a finding that the 
defendant acting with “malice” or “indifference” toward others—which is of course 
Economic Man’s normal mental state.

4.3 Prosocial Behavior and Contract

As another example of how incorporating the behavioral phenomenon of prosocial-
ity into the analysis can shed light on law, consider contract law. On first inspection, 
the idea that prosocial behavior is important to contracting may seem odd, because 
contract is associated with exchange, and arm’s-length bargaining in the marketplace 
is one social situation in which we routinely view it as both common and acceptable 
for people to behave in a purely self-interested fashion. It is important to recognize, 
however, that contract involves deferred exchange, which requires one party to rely on 
the contractual promises of the other. As a result, prosociality that takes the form of a 
limited regard for the welfare of one’s contracting partner can play a significant role in 
making sure a contract is actually performed (O’Hara 2008; Stout 2011).

Prosocial behavior is especially important when contracts are highly incomplete. 
This is likely when parties are bargaining under conditions of great uncertainty, or 
the transaction costs associated with bargaining are high, or it is difficult for a third 
party like a court to verify whether or not the parties have performed their contractual 
promises (for discussion see Eisenberg 1995). In such cases a purely selfish and oppor-
tunistic counterparty would routinely seek to exploit the large “gaps” in the contract. 
Knowing this, rational parties who anticipate their counterparty would behave oppor-
tunistically would be reluctant to enter an incomplete contract with such a counter-
party in the first place. The result would be to make “relational contracting” nearly 
impossible.

Nevertheless, relational contracting is common (Macneil 2000). This suggests that 
parties entering relational contracts rely not only on the contract’s terms, but also on 
the belief their counterparty will show some regard for their welfare beyond the mini-
mum that can be ensured by trying to legally enforce the explicit terms of the formal 
contract itself. Thus an important part of the process of negotiating any relational con-
tract will include ensuring that two preconditions are met.

First, one must select a counterparty who is capable of, and perhaps even inclined 
toward, prosocial behavior: no rational person would want to enter a relational con-
tract, like a business partnership, with a sociopath. In Richard Epstein’s words, sensible 
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businesspeople “pick [their] partners first and worry about the contract later, not the 
other way around” (Epstein 1996, 11).

The second precondition is that the contracting process itself should support pro-
social behavior, meaning it should present a social context that signals the parties’ 
relationship is cooperative and each is expected to show some regard for the other’s 
welfare. This second observation sheds light on the belief, common among laymen, 
that it is not desirable when entering an open-ended relational contract to focus too 
carefully on the terms of the contract. Negotiating in too much detail, and expressing 
too much concern for legal self-protection, can be interpreted by one’s counterparty as 
a signal that one does not view the relationship as one that calls for mutual good faith 
and trust. This shift in social context in turn influences one’s counterparty to behave 
less trustworthily. This may explain why, as Robert Scott has described, many complex 
business contracts “appear to be ‘deliberately’ incomplete” (Scott 2003). The phenom-
enon is similar to the reluctance of the newly engaged to negotiate prenuptial contracts.

Finally, the notion that highly incomplete contracts depend on the contracting par-
ties’ prosocial behavior to succeed helps explain how relational contracting can work 
even though, when contracts are highly incomplete, courts can be unable to discern 
or enforce the parties’ original contracting intent. (As Eric Posner has put it, courts 
can be “radially incompetent” at enforcing relational contracts, Posner 2000.) Even if 
a party to a breached contract cannot rely on the judicial system to enforce the con-
tract correctly, being able to drag one’s faithless counterparty into litigation, especially 
under the American rule where each party must pay its own attorney’s fees, is itself a 
form of punishment. Thus the behavioral phenomenon of spite can play a useful role 
in promoting prosocial behavior in relational contracting, if the parties to relational 
contracts anticipate that were they to indulge in opportunistic behavior, their disap-
pointed counterparty might spitefully incur the cost of a suit merely for the personal 
satisfaction of knowing they have managed to impose a cost on the breaching party 
(Stout 2011, 196–98).

4.4 Prosociality, Corporations, and Corporate Law

By examining how prosocial behavior influences regulation, negligence rules, and con-
tracting, we have seen how prosociality is relevant to all three of the broad categories 
into which law-and-economics scholars divide the law (property rules, liability rules, 
and inalienability rules) (Calabresi and Melamed 1972). In this section we consider the 
particular case of an area of law that intersects with all three types of rules: corporate 
law.

As in the case of contract, it may seem on first inspection odd to assert that prosocial 
behavior is important to understanding corporate law, as nonexperts typically think of 
the business world as characterized by ruthless self-interest. Yet if the corporation is (as 
economists like to say) a “nexus of contracts,” the number of contracts involved can be 
enormous, and many of those contracts are highly incomplete. Thus, especially when it 
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comes to relationships within the firm, including the relationships between and among 
employees, officers, shareholders, and directors, there is every reason to suspect that 
when the humans who interact with and within corporations act prosocially, we may 
see different and often superior results than we see in corporations whose human par-
ticipants always behave like homo economicus.

As an example, one area of corporate law in which the phenomenon of prosocial 
behavior has been identified by legal scholars as important is the area of fiduciary 
duties. (For examples see Blair and Stout 2001; Rock 1997.) In effect, the law asks fidu-
ciaries to set aside self-interest, and behave as if their only concern was their benefi-
ciaries’ welfare. Thus directors making decisions on behalf of the corporate entity are 
supposed to focus only on the corporate entity’s interests, and disregard their own. Of 
course, homo economicus would be incapable of such a feat. Nevertheless, that is what 
the law asks fiduciaries to do, apparently with at least some success.

Corporate law accomplishes this task, perhaps imperfectly, by creating a social con-
text that explicitly calls for unselfish behavior. For example, corporate scholar Ed Rock 
has pointed out that even though the business judgment rule makes the fiduciary duty 
of care enforceable only to a very limited degree and only in extreme circumstances, 
courts nevertheless seek to influence the behavior of directors not by requiring them 
to pay damages for negligence but by “exhorting” them to behave more carefully (Rock 
1997). Thus courts in general, and the delaware Chancery in particular, seek to influ-
ence the behavior of corporate fiduciaries by acting as respected authorities giving 
explicit (if unenforced) instructions about what is, and what is not, appropriate con-
duct. Blair and Stout have argued that this approach is likely to work to at least some 
extent because the fiduciary duty of loyalty strictly limits directors’ ability to use their 
corporate powers to enrich themselves. This greatly reduces the personal cost of direc-
tors’ behaving prosocially: as they can’t use their corporate powers to benefit them-
selves, they are more likely to prosocially use their powers to benefit the firm (Blair and 
Stout 2001).

For related reasons, the phenomenon of prosocial behavior raises questions about 
the wisdom of applying conventional economic analysis and the “optimal contracting” 
approach to executive and director compensation. Optimal contracting theory implic-
itly assumes both employers and employees are incapable of trusting or behaving trust-
worthily: each side to the employment contract is eager to opportunistically exploit the 
other, if given a chance. As a result, optimal contracting theory must rely on explicit ex 
ante incentive arrangements to control behavior. (See Bebchuk and Fried 2004, for an 
example of this optimal contracting approach.)

Yet the contracts between corporations and their executives and directors are almost 
always highly incomplete, making it difficult or impossible to eliminate all chances for 
opportunistic behavior (Blair and Stout 2001). For example, the business judgment rule 
makes it notoriously difficult to enforce the rules of fiduciary against corporate officers 
and directors; as another example, an empirical study of CEO employment contracts 
found that the majority are highly incomplete and nearly one-third of CEOs lacked 
any written employment contract at all (Schwab and Thomas 2006). Given this reality, 
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attempts at optimal contracting between corporations and their human agents may 
actually be counterproductive, if they “crowd out” prosociality by framing the employ-
ment relationship as one in which purely selfish behavior is both expected and accepted 
(Frey and Jegen 2001; Frey and Osterloh 2005). The dangers are greater still when incen-
tive contracts create opportunities to reap large financial rewards by acting unethically 
or even illegally, a situation that can tempt even individuals otherwise inclined toward 
proscial behavior to misbehave. Thus optimal contracting may in fact produce worse 
agent performance than relying on incomplete contracts premised on trust and trust-
worthiness (Stout 2014). In other words, in the area of director and executive compen-
sation, adopting the conventional economic assumption of rational selfishness may not 
only impede the analysis, but generate counterproductive policy recommendations by 
making rational selfishness a self-fulfilling prophecy.

Finally, as noted earlier, social signals can be used to supplement or even replace 
regulation when we can use social context to encourage individuals and households 
to behave more prosocially. This approach may be far less successful, however, when 
applied to corporate rather than human entities. While corporations must act through 
human agents, the institution of the corporation creates its own social context that can 
shift the behavior of a firm’s human agents in an asocial or even antisocial direction 
(for an experiment confirming this possibility, see Greenfield and Kostant 2003). Thus, 
when we want to channel corporate behavior, it might make sense to apply different 
legal rules and strategies (for example, stricter regulations or treble damages rules) to 
corporate entities than to human entities (Stout 2011, 171–73).

5 Conclusion: The Value of 
Incorporating Prosocial Behavior 

into Economic Analysis of Law

For decades the homo economicus model of wealth-maximizing behavior has provided 
the explicit or implicit foundation for most economic analysis of law. Yet the empiri-
cal evidence demonstrates beyond reasonable dispute both that people often act proso-
cially, and that they expect prosocial behavior from others. Recognizing this empirical 
reality can help us better understand how and why legal rules shape behavior. This 
chapter has shown how taking account of prosocial behavior offers insight into a vari-
ety of legal issues touching on a wide range of property, liability, and inalienability 
rules.

For this reason alone, it is worth incorporating prosocial behavior into the analy-
sis of legal and policy problems. But there may be an additional danger in relying too 
heavily on the homo economicus model. In brief, when we approach behavioral ques-
tions with the implicit assumption that people will always act selfishly, this can become 
a self-fulfilling prophecy. When respected authorities like economics and law experts 

 



210   LYNN A. STOUT

repeatedly assert that people are always selfish, this implies selfish behavior is always 
permissible and appropriate. It also suggests other people can be expected to behave 
selfishly. Finally, especially when the homo economicus model is taught in conjunction 
with some version of Adam Smith’s famous parable of the invisible hand, it is easy to 
assume that because selfishness can benefit society in the market, selfishness is usually 
or even always socially beneficial.

The result is that overemphasizing an analytical approach that relies on the power 
and prevalence of selfishness has the potential to actually increase the incidence of 
selfish behavior. This is a troubling possibility: a number of studies have found that 
societies characterized by a high degree of trust and cooperation have higher levels 
of investment and show greater economic growth than societies in which people in 
fact behave more consistently like homo economicus (Zak and Knack 2001; Knack and 
Keefer 1997). To the extent that conventional economic analysis creates a social context 
that undermines prosocial behavior, it frustrates the ultimate goal of economic analy-
sis: improving social welfare.
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CHAPTER 9

BEH AV IOR A L ET H IC S M E ETS 
BEH AV IOR A L L AW A N D ECONOM IC S

YU vAL FELdMAN

1 Introduction

The last twenty years have seen a dramatic increase in the influence of psychology on 
the field of economics in general and on the law and economics movement in particu-
lar. As a result, significant efforts have been devoted to mapping the flaws in human 
cognition and examining their implications for how individuals deviate from mak-
ing optimal decisions (see Jolls, Sunstein, and Thaler 1998; Korobkin and Ulen 2000; 
Langevoort 1998; Jolls 2007). For example, the literature has investigated how irrele-
vant factors of context, framing, or situation can cause individuals to make decisions 
that are contrary to their best interest. The literature reviewed in this chapter focuses 
on the importance of these automatic processes and examines how they affect people’s 
moral and ethical behavior.

It is important to clarify at the outset the difference between behavioral law and 
economics (BLE) and behavioral ethics (BE). In contrast to BLE, BE has suffered from 
structural limitations that have reduced its ability to affect broad legal academic circles. 
For example, in the field of BE there is a relatively large number of founding fathers, 
while in BLE, there are two main founding fathers: Kahneman and Tversky. In par-
ticular, BE suffers from the simultaneous development of multiple, competing para-
digms that can muddle the underlying points on which the literature agrees. These 
disagreements also prevent BE from being able to present consistent policy recommen-
dations—another obstacle to its adoption within the law. Another limitation of BE lies 
in its reliance on mechanisms of behavioral automaticity and awareness (e.g. Bargh 
1997, 2002), areas that are difficult to explore (for example, how is it possible to prove 
that people are unaware of their selfish intentions?), whereas classical BLE focuses on 
suboptimal outcomes, which are easily examined empirically. This places many of the 
findings of BE in an inferior methodological position relative to those of BLE.
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Another body of literature that stands in contrast to BE concerns the prosocial 
account of human behavior (Stout 2010; Benkler 2011). According to this literature, 
rational choice models cannot account for our ability to cooperate and engage in pro-
social behavior beyond what is in our self-interest. The present chapter takes a comple-
mentary view according to which, in some contexts, the rational choice accounts of 
self-interest are underinclusive when describing our self-interested behavior.

Both the BE and the literature on prosocial behavior agree on the need to take 
a broader view of what self-interest is, and both disagree with the notion that 
money is the main motivating force of people. But they do not agree on what this 
means: BE believes that a broad account of self-interest will reveal our tendency 
toward selfish action, whereas the prosocial literature argues the opposite. I do not 
suggest that one must look at people’s selfish choices to understand their behavior. 
On the contrary, the arguments of BE and of this chapter offer a more complex 
view of what it means for a choice to be in one’s self-interest and how this affects 
behavior. The differences are as follows: First, BE takes the broad view that many 
people’s actions are based on self-interest in that they serve a need to maintain a 
positive and coherent view of a person’s self. Second, BE accounts for the effect 
that self-interest has on our cognitive processes (for example, sight and memory), 
as opposed to simply looking at how self-interest affects motivation. Third, BE is 
more concerned with how self-interest affects us implicitly than with how it shapes 
our explicit choices.

Both BE and the traditional BLE literature focus on automatic processes that under-
lie people’s decision-making. But although both literatures examine the limits of cur-
rent discussion of how one’s self-interest influences decision-making, BE explores the 
automaticity of self-interest, whereas BLE explores areas where automatic decisions 
undermine our self-interest (Kish-Gephart, Harrison, and Treviño 2010; Bazerman 
and Gino 2012, 2014).

Given the importance of intentionality to the law (for example, determining culpa-
bility in criminal law), one would expect this line of reasoning to be much more central 
to legal scholarship than it is. But the fact that BE has developed primarily within the 
field of management, not of legal scholarship, and the nascent stage of the literature 
have kept it from being part of mainstream legal scholarship.

Section 2 of this chapter reviews and organizes the literature into manageable 
themes that merit more rigorous evaluation for the purposes of legal scholarship. 
Section 3 examines some of the key normative issues this scholarship raises for the law. 
In particular, it examines the general view of BE, according to which people are often 
unaware of their biases and the true motivations underlying their decisions. The analy-
sis covers both the scope of the effects of these System 1 biases and their applicability to 
the legal context.

It is difficult to cover all of this body of literature because it has been growing expo-
nentially. The argument I want the reader to take away from this chapter is straight-
forward: if deliberative choice is limited, we must reexamine how to structure legal 
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interventions (e.g., incentives) in order to effectively curb unethical choices. As the 
critical review of the BE literature demonstrates, this task is especially difficult because 
of an unfortunate gap in our knowledge of automaticity and ethicality. As our review 
will demonstrate, we know a lot about how unethical decisions can be made without 
full awareness. However, we still do not know enough about how we can counteract 
these undesirable automatic processes.

Section 4 examines how BE should inform the law and economics scholarship. In 
particular, it examines the shift from addressing individuals to addressing the under-
lying situations, and the need to determine what serves as an incentive in a world in 
which people’s explicit ethical choices are secondary to their implicit ethical behav-
ior. It also examines to what extent the literature on debiasing and nudging, which are 
common normative reactions to the findings of BLE, is relevant to bounded ethicality. 
The chapter concludes with some suggestions concerning disambiguation and forced 
reflection, which may be able to curb the types of noncompliance uncovered by the 
bounded ethicality literature.

2 The Complex Effect of Self-Interest 
on Ethical Behavior

2.1 Dual Reasoning and Self-Interest

This section describes the way BE scholars have studied the concept of self-interest. 
More specifically, I will analyze the different approaches to behaviors that might be 
influenced by self-interest in an automatic fashion

The concept of two systems of reasoning has gained popular recognition in 
Kahneman’s book Thinking, Fast and Slow (2011) and it lies in the core of much 
of the research of BLE. The general concept differentiates between an automatic, 
intuitive, and mostly unconscious process (labeled System 1) and a controlled and 
deliberative process (labeled System 2) (see also Stanovich and West 2000; Evans 
2003).

BE relies on the fact that self-interested behavior is automatic. One must carefully 
distinguish, however, automaticity from the related, overlapping concepts of aware-
ness, controllability, intentionality, and attention.

despite the fact that automatic self-interested behavior is fundamental to BE, most 
of the experimental evidence is inconclusive about how it operates. Even if we accept 
the automaticity of self-interest, we do not necessarily know the extent to which we are 
aware of this predisposition and whether it is malleable or even controllable. Because 
of the importance of self-interest for the law, it is particularly important to understand 
the interplay between Systems 1 and 2 in ethical decisions.
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2.2 Current Research on Automaticity

The “automaticity of self-interest” is central to BE. Therefore, we take a step back to 
review the history of research on automaticity in general and on the automaticity of 
self-interest in particular. The researcher most identified with the effect of automaticity 
on behavior is John Bargh et al. (1992, 1996) and John Bargh and Chartrand (1999). In a 
long series of experiments, Bargh explored the meaning and significance of automatic 
processes. The main argument he advanced is that the majority of daily behaviors are 
the product of automatic and unconscious processes. He also suggested that these 
behaviors are below our level of awareness, although the research is inconclusive as far 
as this part of the argument is concerned.

Automaticity is typically examined using the technique of priming. Priming 
involves displaying some cue (for example, an image) to participants in such a way that 
they are not consciously aware of the fact that they have been exposed to the cue. In 
a well-known study, priming stereotypes of elderly people and of African Americans 
caused people to adopt slower moves and aggressive behavior, respectively. Priming 
techniques have also been observed in legally relevant behaviors such as competitive-
ness and cooperation (Bargh, Chen, and Burrows 1996; Kawakami et al. 2003; Kay et al. 
2004; doyen, Klein, Pichon, and Cleeremans 2012).

Money has also been shown to be an effective primer, both methodologically and 
theoretically. In a series of nine experiments, vohs and co-authors; vohs, Mead, and 
Goode 2006, 2008,) demonstrated that exposing people to subtle reminders of money 
completely changed their mode of behavior in the areas of cooperation and social 
interaction (for a related study see Kay et al. 2004). Aquino, Freeman, and Reed (2009) 
compared the effects of priming with such stimuli as the Ten Commandments, moral-
ity, and financial incentives on behaviors like contribution to public causes and dis-
honesty.1 Their findings revealed an interaction between participant’s level of moral 
identity2 and the situational prime, where people with high moral identity were more 
likely to change their behavior following both moral and financial primes relative to 
people with low moral identity. More recently, Kouchaki and coauthors (2013) dem-
onstrated that priming with money increases the inclination to engage in unethical 
behavior (Yang et al. 2013). These studies show the relevance of priming to our under-
standing of automatic human behavior and to the law.

Another relevant example of automatic behavior is “embodiment.” In contrast to 
priming, which attempts to circumvent System 2 by creating a stimulus that cannot 
be fully processed by it, embodiment involves a physical stimulus that interacts with 
the individual’s body (e.g., Niedenthal et al. 2005). Kouchaki, Gino, and Jami (2014) 

1 Amir, Mazar, and Ariely (2008) provided an earlier demonstration of the effect of the Ten 
Commandments.

2 Moral identity is a self-regulation mechanism that was shown to predict moral behavior. For 
a review of the various approaches to moral identity and to its relationships to other self-related 
mechanisms see Aquino and Reed (2002), Babcock and Loewenstein (1997).
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showed, for example, that carrying heavy weights caused people to feel guiltier about 
a given behavior than people carrying lighter weights. In another example, washing 
one’s hands was shown to reduce feelings of guilt when recalling unethical behavior 
(Zhong and Liljenquist 2006), and to reduce the severity of moral judgments against 
those who behaved unethically (Schnall, Benton, and Harvey 2008). Although these 
techniques are relevant to the law because they show the automaticity of some legally 
relevant behaviors, the most relevant question is how automatic processes affect our 
reasoning capabilities. The following section examines this question.

2.3 Motivation and Cognition

Many of the paradigms of BE are based either directly or indirectly on “motivated rea-
soning.”3 Kunda (1987, 1990) argues that our internal motives have a significant effect 
on our complex reasoning skills. An example of such a skill is our ability to establish a 
causal connection between events. In particular, Kunda defines two distinct types of 
motivated reasoning, depending on whether our motive is to arrive at an accurate con-
clusion or at a desired conclusion.

The latter type of motivated reasoning is the key behavioral process that underlies 
BE. Kunda suggests that motivated reasoning affects our higher level reasoning skills, 
but other evidence suggests that motivated reasoning affects our memory and percep-
tion and moral reasoning skills that are highly relevant to the law (e.g. Uhlmann et al. 
2009). Shu, Gino, and Bazerman (2011) showed that within very short periods of time 
people misremember both what they did and what they were told to do, when such mis-
remembering allows them to believe that they had acted ethically. In particular, partic-
ipants who cheated in the experiment demonstrated higher moral disengagement, and 
those who had read an honor code before the experiment demonstrated significantly 
worse recall of the code than did those who did not have an opportunity to cheat. Our 
compliance with the law is dependent on our remembering the relevant law; therefore 
the notion that memory itself could be corrupted by our self-interest becomes relevant 
to how we design laws.

Balcetis and dunning (2006) used a great variety of physiological measurements, 
including eye tracking, to show that motivation affected visual capabilities. Their 
studies showed that preconscious processing of stimuli in the visual environment 
was affected by people’s preferences, suggesting that awareness is indeed highly lim-
ited when it comes to the ability to process information that is inconsistent with one’s 
self-interest.

3 Theories such as “moral licensing” or “compensatory ethics” which focus on how people maintain 
their self-concept by making a change in their behavior, are an exception. Even these exceptional 
theories take into account some change in people’s understanding of the action to maintain a positive 
view or receive some potential credit.
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2.4 Awareness

The above bodies of research have implications for one of the basic questions underly-
ing BE: even if self-interest is automatic, are we at least aware that we are behaving in a 
self-interested manner? The previous two subsections indicate that in all likelihood we 
are not. Indeed, most of the literature on BE in general, and on self-deception in particu-
lar, has found that we are unaware of the effects that System 1 has on our level of aware-
ness to these biases. However, it seems that this discussion is far from being resolved and 
that there are still strong dissenting voices within this literature that support the view of 
conscious self-deception process (see von Hippel and Trivers 2011).

Naturally, whether or not we are aware of these automatic processes and of the behav-
iors they cause has numerous legal implications. For example, it might alter our approach 
towards criminal responsibility. The lack of awareness should lead legal policymakers to 
rethink what interventions may be necessary in other domains of law as well.

2.5 Automaticity and Ethical Behavior

2.5.1 The Automaticity of Self-Interest
The automaticity of self-interest is one of the most basic tenets in BE, yet at the 
same time one of the most controversial theoretically and empirically. Moore and 
Loewenstein (2004) were among the first to show that self-interest and concern for oth-
ers affect behavior through different cognitive systems, and that self-interest is auto-
matic, viscerally compelling, and often unconscious. By comparing people’s private 
beliefs and public behavior Moore et al. (2010) demonstrated that people truly believed 
their own biased judgments, not recognizing that their behavior was problematic.4 
A similar view was advanced by Gino and coauthors (2011), who demonstrated that the 
level of control needed to behave ethically is much higher than that following from the 
decision to be unethical.

A related but different mechanism of automaticity of self-interest is that of egotism. 
In contrast to the automaticity of self-interest, which focuses on what is good for the 
decision-maker, egotism focuses on the tendency of people to appreciate and uncon-
sciously prefer things they associate with themselves. This includes various personal 
details such as their name and even items to which they were exposed in the past 
(Nuttin 1987; Jones, Pelham, Carvallo and Mirenberg 2004; Jones, Pelham, Mirenberg 
and Hetts 2002). The role of egotism, like that of priming and embodiment, is troubling 
insofar as we cannot determine how aware we are of the biasing influence of seemingly 
unrelated facts such as a shared birthday.

4 The measurement of “private” evaluations was done by giving participants incentives to be 
accurate in their predictions.
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2.5.2 The Automaticity of Morality

A most intense debate has been raging over whether System 1 or System 2 is respon-
sible for making moral judgments. Jonathan Haidt (2001) and Haidt and Joseph (2004) 
demonstrated experimentally the role of System 1 in forming our moral reasoning. 
Haidt argued that moral reasoning, a product of System 2, is likely not to drive our 
moral judgments because the automaticity with which we evaluate targets undercuts 
the notion that deliberative, System 2 processes come into play in moral evaluations. 
He also cited behavioral evidence of the tendency to create post hoc reasons to explain 
events, and the importance of moral emotions in moral judgment, to demonstrate the 
likelihood that System 1 is responsible for moral judgments (see also Mikulincer and 
Shaver 2012; Haidt and Bjorklund 2007).

The views advocated by Haidt have been subject to a variety of criticisms by psychol-
ogists. For example, Cushman, Young, and Hauser (2006) argued that the intuitiveness 
of morality cannot be assumed across the board, (see also Pizarro and Bloom 2003) 
and that there is a variation in the accessibility of different moral principles in people’s 
automatic and conscious mechanisms.

2.5.3 The Debate on Whether System 1 or System 2 Is Responsible for 
Unethical Behavior
In contrast to the above discussion of moral judgment, the majority view in the lit-
erature grants System 1 the leading role in unethical behavior. Epley and Caruso 
(2004) concluded that automatic processing leads to egocentric ethical interpreta-
tions. Similarly, van den Bos and coauthors (2006) found support for the notion that 
when appraising a situation, we prefer outcomes that benefit ourselves, and only later 
correct to take into account fairness toward others. Using an implicit association test, 
Marquardt and Hoeger (2009) showed that decisions were made based on implicit 
rather than explicit attitudes (although they also found that implicit attitudes were cor-
related with choices that subjects believed to be moral). Moore and Loewenstein (2004) 
suggested that the effect of self-interest is automatic and associated with System 1. They 
wrote that “in many instances of conflict of interest, self-interest tends to operate via 
automatic processes whereas ethical and professional responsibilities operate via con-
trolled processes” (p. 195).

Thus, according to the majority view, System 1 is responsible for most types of soft 
unethical behaviors, where, given more time and reflection, most people of standard 
moral character would choose to behave in an ethically appropriate manner. As a 
further proof of this notion, in the context of dishonesty research, Shalvi, Eldar, and 
Bereby-Meyer (2012) studied the time pressure effects on honesty and suggested that 
people’s automatic reaction tends to be more dishonest (see also Gino, Ayal, and Ariely 
2009; Chugh, Bazerman, and Banaji 2005).

A minority opinion in this literature holds that people’s automatic responses are 
at least some of the time more cooperative than their deliberative responses. Greene 
and Paxton (2009) showed that dishonesty involves more of the control-related parts  
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of the brain than honesty does. In a more recent work, Rand, Greene, and Nowak 
(2012) showed that people’s immediate response is more cooperative than their reflec-
tive response. An open question is whether it is possible to reconcile these approaches, 
at least partially, by suggesting that being cooperative and dishonest serves people’s 
intuitive self-interest, especially in a social context, where appearing better seems to 
be the rational move from an evolutionary perspective. Although this in itself does not 
suggest that self-interest is deliberative, at least under some accounts of self-interest it 
suggests that automatic reasoning is superior to deliberative reasoning. In support of 
this dissenting view, Kahan (2013) demonstrated that people who score high on cogni-
tive reflection (i.e., are more likely to use System 2 reasoning) are more likely to engage 
in motivated reasoning, which, as noted, is an enabling mechanism for unethical 
behavior.

2.6 We Are All Potentially Bad People

In his book about dishonesty, dan Ariely (2012) cited an observation by locksmiths that 
locks are not used against “bad people,” who can easily break into locked homes, but 
rather against good people who would nevertheless walk through an open door when 
they see one. The view espoused in this anecdote seems to be shared by many of the 
newer studies: we are all potentially bad people.

The focus on “good people” represents the growing recognition that many ethical 
decisions are the result of implicit, not explicit choices. Simply reviewing the titles of 
current papers shows how central this theme has become.5 Admittedly, none of the 
authors listed would suggest that there are no bad people. But the contrast between 
saying that people are good or bad and saying that a person’s individual deeds are 
good or bad suggests a growing recognition that many ethically relevant behaviors 
that were previously assumed to be choice-based, conscious, and deliberative, are any-
thing but.

Along the same lines, Bazerman and Banaji (2004) suggested that incentives and 
similar concepts fail to correct a large portion of ethical behaviors because “such 

5 For example, “The dishonesty of Honest People: A Theory of Self-Concept Maintenance” (Mazar, 
Amir, and Ariely 2008), “Why Good People Sometimes do Bad Things: Motivated Reasoning and 
Unethical Behavior” (Bersoff 1999); “How Good People Make Tough Choices: Resolving the dilemmas 
of Ethical Living” (Kidder 2009); “When Good People do Wrong: Morality, Social Identity, and 
Ethical Behavior” (Pillutla 2011); “Why Good People do Bad Things: Understanding Our darker 
Selves” (Hollis 2008); Blindspot: Hidden Biases of Good People (Banaji and Greenwald 2013). Many 
others do not use the term “good people” in their titles but make the same argument in the text (see, 
e.g., de Cremer 2011). This is also the view held by Bazerman, Loewenstein, and Moore (2002) in their 
studies on why “good” accountants conduct bad audits. Note that the “good people” scholarship is 
usually different from the type of research conducted by Zimbardo (2007) on the Lucifer effect or 
more recently by valdesolo and deSteno (2009) on character. These works generally try to explain how 
ordinary people end up doing evil or at least engage in gross criminal behaviors.

 



BEHAvIORAL ETHICS MEETS BEHAvIORAL LAW ANd ECONOMICS   221

measures simply bypass the vast majority of unethical behaviors that occur without 
the conscious awareness of the actors who engage in them” (p. 111). The discussion of 
the lack of awareness suggests that much of the unethical behavior is done by ordinary, 
good people who are unaware of their unethical behavior.

Our concern, however, is not what people do but rather understanding the situ-
ational and psychological circumstances that allow them to do it. Therefore, much of 
the discussion in section 3 is about understanding the various mechanisms responsible 
for bounded ethicality.

With the focus on “good people,” an array of questions arises regarding the 
meaning of good and bad. do all people have the same chance of engaging in 
unaware unethical behavior? Is there truly no awareness of unethicality in the case 
of such misconducts? And if there is no awareness, are these behaviors impossible 
to control or prevent? Should we replace current enforcement methods (e.g., deter-
rence, legitimacy) because they are ineffective when it comes to automatically trig-
gered unethical behaviors? Current studies are far from answering these questions, 
and some portions of the literature contradict the notion that good people perform 
bad deeds.

2.7 Are We All Truly Good?

A central question for the law is whether people are indeed blameworthy for the types 
of misconducts that BE addresses. A small portion of the research in BE suggests that 
much of the variance in mindless unethical behaviors can be attributed to personal 
traits rather than simply to the power of the situation (Feldman and Smith 2013). For 
example, Greene and Paxton (2009) suggested that there are strong individual differ-
ences in people’s basic morality, which affect the likelihood that they will engage in 
automatic reasoning (note that automatic reasoning has been associated with dishon-
est responses).6 An additional approach suggests indirectly that there are strong indi-
vidual differences associated with the “moral hypocrisy,” and that people who have low 
self-awareness are more likely to ignore their own behavior and to judge others more 
harshly. None of these theories answers the underlying question of whether we are 
aware, and therefore responsible, for our actions, but they may call for rethinking the 
definition of what it means to be a good person.

6 Green’s study involved an experiment under fMRI in which participants were asked to predict the 
outcome of a coin flip. Participants were presorted based on a questionnaire into honest, dishonest, or 
ambiguous, and were asked to either self-report accuracy or to write down their guesses in advance. 
The results showed that members of the honest group generated no more brain activity when they lost 
money and had no opportunity to cheat than they did when they lost money but had an opportunity 
to cheat. This supports the “grace” hypothesis that being honest is not the result of a “choice” involving 
greater brain activity.
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2.8 Taxonomy of Main Bounded Ethicality Mechanisms

The following paragraphs review some of the main processes that underlie BE, which 
policymakers and academics should consider when evaluating the effectiveness of legal 
interventions. The first subsection reviews some of the main theoretical paradigms 
that account for the ways people act to protect their concept of themselves as good and 
coherent people. The second subsection discusses in more details the concept of moral 
disengagement, which is the most developed of the self-maintenance paradigms of BE.

2.8.1 Self-Concept Maintenance
Self-concept maintenance suggests that we employ motivated reasoning to bridge the 
dissonance between our bad deeds and the desire to view ourselves as good people. 
Bersoff (1999), one of the early researchers working in the area, showed in an experi-
ment how unethical behavior is promoted when people are able to develop and main-
tain a biased characterization of an unethical action as being morally acceptable. The 
findings of Mazar, Amir, and Ariely (2008) and Ariely (2012), which indicate that peo-
ple cheat only to the extent that they can maintain their self-concept of being honest, 
are good examples of research done in this tradition.

dana, Weber, and Kuang (2007) have shown in a series of experiments one dominant 
strategy people use to maintain their self-concept while engaging in self-driven behav-
ior—moral wiggle room. In their experiments, the dictator had to choose between a 
personal payoff of 6 and a personal payoff of 5. Each of these payoffs was matched with 
an uncertain payoff (determined exogenously by a lottery and unknown to the dicta-
tor) of 1 or 5 to the opposing player. Thus in such setting, the dictator could choose 
the selfish payoff (6) while convincing herself that the opposing party would receive 
the high payoff (5 rather than 1) as well. Before choosing between the payoffs, dictators 
were offered a chance to reveal (at no cost) the results of the lottery, so that they could 
be privy to the implications for the opposing player. Participants preferred “moral wig-
gle room” (that is, strategically using ambiguity to create a more favorable description 
of their ethical dilemma) of believing that they had not behaved unethically. In doing 
so, they engaged in a process of information avoidance,7 leading the authors to the view 
that people desire to pursue self-interest while maintaining the illusion of behaving 
fairly (Halali, Feldman, and Banaji, in preparation).

Following a similar rationale, Shalvi and coauthors (2011) explored people’s ability 
to change their view of reality in order to justify their unethical behavior. They found 
that after merely having been shown an alternative outcome of a game, participants 
were willing to lie about which outcome had befallen them. Participants rolled dice 
under a cup so that only they could see the results. Instructed to report the results of the 
first roll in exchange for money corresponding to the value of the dice, participants felt 

7 I discuss the question of awareness in greater detail in subsection 2.4.
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morally comfortable reporting the second, third, or other subsequent rolls in order to 
receive a higher reward.

A related theory that emphasizes the adjustment of reality to one’s interests is 
referred to as “ethical fading” (Tenbrunsel and Messick 2004). According to this the-
ory, by deceiving ourselves, we allow ethical concerns to fade into the background of 
the decision-making process, undermining their potential impact on the decision. 
The need to maintain our self-concept is also central to the moral hypocrisy theory. 
According to this theory, we can maintain our self-concept by not comparing our 
behavior to our preexisting moral standards. Support for this idea is found in the work 
of Batson and coauthors (1999), who showed that self-interested behavior decreased 
when participants were placed in conditions of high self-awareness. Ethical fading 
also suggests that people reconcile the dissonance in a different way: instead of perhaps 
thinking of ourselves as objectively good people, we focus on the fact that we are better 
than those around us.

Moral licensing theory, which suggests that we use good deeds to excuse later bad 
deeds, is another theory that could be seen as being based on the self-maintenance con-
cept (see also Effron and Monin 2010). Relying on this theory, Monin and Miller (2001) 
found that participants who believed that they had previously established their moral 
credentials (in this case, lack of prejudice) felt empowered to subsequently express 
views that conflicted with moral norms. These findings contrast the traditional view, 
where those who behaved badly are more likely to do so in the future. Merritt, Effron, 
and Monin (2010) also showed that the reverse is true: those who have behaved well in 
the past are more likely to behave badly in the future if the behaviors are focused on the 
same dimension (see also Sachdeva, Iliev, and Medin 2009).

2.8.2 Moral Disengagement
An additional theory based on dissonance is Bandura’s (1999) theory of moral disen-
gagement. Bandura suggested that people use moral disengagement in order to jus-
tify performing inhuman actions like murder. Bandura offered eight mechanisms by 
which individuals can convince themselves that their actions are not immoral:

 1. Moral justification used to explain why an immoral act actually has a moral 
purpose

 2. Euphemistic labeling used to reclassify an action like “stealing” as a more innoc-
uous act such as “shifting resources”

 3. Palliative comparisons used to explain why the immoral action is a better option 
than its alternatives

 4. displacement of responsibility accomplished by blaming a superior who is 
believed to have ordered the immoral act

 5. diffusion of responsibility by stating that the immoral individuals were merely 
part of a group in which everyone was performing the immoral action, or that 
their part of the action was not immoral

 6. Trivializing the consequences of the act to make it seem more acceptable
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 7. dehumanizing the victim to render the action acceptable
 8. Blaming the victims to render the immoral action acceptable by claiming that 

they provoked it

In a follow up study, Moore and coauthors (2012) applied the eight categories to 
explain self-deception in the context of employment. Broadly, Moore and her coau-
thors proposed that moral disengagement has three important effects on institutional 
corruption. First, it can make unethical decisions easier by reducing psychological 
discomfort in making such decisions. Second, because moral disengagement excludes 
moral values from consideration, it expedites unethical behavior by freeing up cogni-
tive resources to work on the unethical goal. Finally, since these actions promote the 
interests of the corporation, individuals who morally disengage rise in the corporation, 
perpetuating unethical behavior.

Another taxonomy of all available mechanisms of self-deception was proposed 
by Ayal and Gino (2011). Ayal and Gino analyzed much of the existing literature and 
suggested a list of mechanisms that allow people to behave dishonestly. Among other 
things, they discuss the concept of moral cleansing, which they describe as an attempt 
to rid oneself of negative feelings after committing an unethical act by mental appease-
ment. This controlled process enables individuals to distance themselves from trans-
gressions by engaging in either overt practices, such as washing hands and going to 
confession, or more covert ones, like moral licensing.

2.9 Social Norms and Fairness

Finally, there are two bodies of literature that might be seen as having the potential to 
limit the “damage” to society from mindless unethicality—social norms and fairness. 
Indeed, these two concepts are highly studied in behavioral law and economics con-
text, as curbing some of the negative effects of reliance on self-interest (for a review and 
discussion of the limitations of these notions, see Feldman and Tyler 2012). In the con-
text of BLE, the curbing of the effect of self-interest on behavior is related to limiting its 
conscious effects on behavior. For example, in a seminal study, Kahneman, Knetsch, 
and Thaler (1986) put forward the idea that people’s sense of fairness could overcome 
their desire to act selfishly. Using survey data on the different roles people play, they 
showed the importance of maintaining a sense of fairness. The BE literature, however, 
has responded with a relatively intuitive counterargument: fairness is a concept that 
is highly susceptible to self-interested interpretations, casting doubt on its ability to 
counter self-interest effects. For example, Thompson and Loewenstein (1992) have 
shown that people were more likely to remember information that was related to their 
own position, leading to the fact that their view of what is fair was aligned with their 
interest in how a settlement should look like. Babcock and Lowenstein (1997) showed a 
similar effect when people predicted the judicial decision in their case, thus reducing 
the likelihood of an out-of-court settlement.
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Similarly to fairness, social norms can affect the likelihood that people will engage 
in unethical behavior. The effects of social norms have been incorporated into law 
and economics based on rational choice approaches, taking into account aspects such 
as reputation, expressive effects, shaming, and social sanctioning. Cooter (1998), for 
example, developed an economic theory of how the expressive values of law can shape 
social norms and individual preferences. Ellickson (1998) described the embrace by law 
and economics of status and social norms as mechanisms for the informal enforce-
ment of the law. In another example, looking at trade secret law, Feldman (2009) 
found experimental support for the notion that the expressive function of law operates 
through a combination of intrinsic and extrinsic forces.

Shaming in particular received much attention in the law and economics literature. 
Kahan and Posner (1999) examined how shaming penalties can work to shape prefer-
ences against crime and express social norms. While indeed some BLE scholars have 
recognized the process of internalization and preference change, rather than merely 
accounting for costs and benefits (see also  chapter 10 by Bilz and Nadler in this vol-
ume), the BE literature took the further step of actually exploring what factors make 
internalization more feasible. Scholars in the BE literature attempt to understand the 
factors that will enhance the automatic internalization of social norms. For example, 
Gino, Ayal, and Ariely (2009) showed that the effect of unethical group norms on 
people’s inclination to engage in dishonest behavior strongly depends on the salience 
of group identity. In a more thorough examination of this psychological mechanism, 
Gino and Galinsky (2012) studied the effect of psychological closeness on the likeli-
hood that social norms cause people to engage in unethical behavior. For instance, they 
showed that the likelihood that an unethical norm will lead to a change in one’s ethical 
decision-making is highly depended on the level of psychological closeness of the par-
ticipant to the unethical individual.

Another aspect of social norms with regard to which the BE literature innovates over 
earlier accounts is the asymmetric influence of unethical and ethical norms on behav-
ior. Some research suggests that given the tendency for self-concept maintenance, peo-
ple are more attentive to unethical behavior of others in order to subsequently justify 
their ethical missteps (Barkan et al. 2012; Epley and dunning 2000; Cooter, Feldman, 
and Feldman 2008).

2.10 Concluding Remarks

The common theme in the literature on BE is that unethical behaviors are not the 
product of explicit choices to do wrong but rather are largely the product of System 1, 
mindless choices. A closer look at some of the mechanisms described in the bounded 
ethicality literature, however, shows that in many cases there is awareness of the mis-
conduct, and yet we still regard the behavior as “bounded” because of mechanisms 
such as rationalization, or lack of attention, which prevent individuals from acting eth-
ically. Another common theme in the literature is the need to protect our self-image, 
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to resolve the dissonance between believing that we are good people and our desire to 
maximize self-interest. Resolving this dissonance is reflected in many of the studies 
reviewed in this section.

Although most scholars believe that self-interest is automatic, the lack of conclusive 
research about whether we can control behavior despite its automaticity, or at least 
be aware of the behavior and compensate for it by engaging in behaviors that would 
curb its negative effects, casts doubt on whether those who engage in these automatic, 
unethical behaviors are still good people.

Above we have reviewed a body of literature with great potential for shaping legal 
policymaking. At the same time, we recognize a lack of consensus on many aspects 
of bounded ethicality, including competing and redundant underlying explanations 
of the relevant behaviors. Furthermore, the literature contains several theoretical and 
methodological limitations, including abstract experimental designs that do not nec-
essarily mimic real-life dilemmas, and limited accounting for individual differences. 
There is also limited research about the long-term effects of many of the celebrated 
BE experimental manipulations. As I  have shown, the methodological difficulty of 
BE derives from the fact that awareness, notoriously difficult to measure, is a crucial 
aspect in this field: awareness may dictate whether individuals engage in self-interested 
behaviors intentionally or unintentionally.

The research described above renders the normative part of this chapter especially 
challenging. Some theories, such as those related to fairness and social norms, sug-
gest possible solutions, but the questions raised by the literature are far more numer-
ous than the answers currently offered. Naturally, the stronger the case that unethical 
acts are committed by people who do not realize they are behaving unethically, the 
more limited the law’s ability to change their behavior. The next section discusses these 
challenges.

3 The Normative Implications of 
Behavioral Ethics

It seems to be a straightforward argument that individuals’ limited awareness of 
their bad behavior requires a substantial revision in the design of legal rules that gov-
ern them (Feldman and Smith 2014). Indeed, some of the leading scholars in BE were 
quick to point out that classical intervention techniques, such as penalties, are rendered 
ineffective if ethical decisions are produced without awareness by System 1 (Banaji, 
Bazerman, and Chugh 2003). While the management literature is burgeoning with 
studies offering various prescriptions for organizations to respond to this concern, 
the legal scholarship has mostly ignored this need. As in the first parts of the chapter, 
I use “traditional” BLE as a baseline for evaluating the ways in which policymakers 
may be able to account for people’s automatic reasoning either directly (e.g., the nudge 
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approach) or indirectly, by forcing people to overcome their automatic reasoning by 
means of System 2 (see also Amir and Lobel 2012).

Overall, according to the normative arguments presented in this part of the chapter, 
the classical dichotomy of intrinsic versus extrinsic motivation in law may have to be 
replaced by a different, broader dichotomy that combines the controlled and automatic 
modes of cognition underlying ethical reasoning and motivation. In the next part, 
I discuss the areas of law in which BE could be relevant, and attempt to account for the 
dichotomy between the common bad deeds of good and bad people and the way the law 
should respond to both.

3.1 The Nudge Approach

Following Sunstein and Thaler’s influential book on the use of nudges to cope with 
bounded rationality, some scholars attempted to use the nudge approach in the context 
of BE as well. For example, Shu, Gino, and Bazerman (2011) showed that people were 
more honest and less likely to engage in moral forgetting and moral disengagement if 
they signed an agreement at the top of the document, making salient the need to be 
honest in completing the document, than if they signed it at the end of the document, 
at which point the decision on whether to be honest or lie has already been made. The 
rationale behind these set of findings is that the act of signing in itself triggers mor-
ally desirable behavior and when the signature happens only at the end, it is too late to 
change people’s behavior in filling the document. While the strong effects demonstrated 
in this study might be attributed to the fact that the “sign first, write later” was seen by 
participants as an unusual practice, rather than simply because of the signature, it sug-
gests the potential for nudge-related innovation in legal policymaking.

Another nudge approach is illustrated by Bohnet, Bazerman, and van Geen (2012), 
who showed that when people evaluate others in a between-subjects comparison rather 
than in a within-subject comparison, negative stereotypes regarding race became less 
relevant. The authors believe that comparing multiple candidates requires more delibera-
tive, System 2 reasoning than making a simple yes-or-no evaluation of a single candidate, 
which is decided by System 1 and is therefore more prone to be biased. Thus, when people 
need to decide between two candidates at the same time, their System 2 is more likely to 
monitor and reduce the potential disruptive effect of stereotypes of their decision-making.

Amir and Lobel (2008) examined the limitations of using nudge-like approaches 
in trying to solve policy problems. In their review of Ariely’s and Sunstein’s books on 
irrationality and nudge, respectively, they noted that if policymakers are to imple-
ment successful policy solutions, they need to do a more thorough job in classifying 
the mechanisms underlying behavioral biases. For example, they should properly deter-
mine whether bounded ethicality or bounded rationality is at issue. If bounded ratio-
nality is the problem, the focus should be on simplifying their choice. If, on the other 
hand, bounded ethicality is at issue, their focus should be on eliminating justifications 
for inappropriate behavior.
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Although some of the normative suggestions outlined in this chapter could be seen 
as related to the “nudge” approach, there is a limit to the ability of these tactics to lead 
to a sustainable change. In the original nudge context of behavioral economics, people 
prefer to save money, quit smoking, choose the best schools for their children, enroll 
in health programs, lose weight, and avoid taking too expensive loans. In other words, 
the nudge, at least in those more paternalistic contexts,8 works in part because it helps 
people achieve the goals they already have formulated.

As noted earlier, in an ethical context the situation is very different: to a large extent, 
especially when enforcement is limited, people benefit from cutting corners, avoiding 
taxes, and underperforming in a contract, but they delude themselves into believing 
that they have not misbehaved. Thus, if the objective is to drive them away from their 
self-interest, we are likely to encounter significant resistance to nudge-like approaches. 
We must note an additional concern regarding the face validity of some of the nudge 
approaches: often the studies examine ethical shifts produced by atypical cues. For 
example, Gino and desai (2012) found that cues from childhood, such as soft toys and 
nursery rhymes, decrease unethical behavior in participants. Although studies such 
as these contribute greatly to understanding how people make ethical decisions, there 
are obvious limitations to their applicability in the legal context. Indeed, given that this 
research is led by management scholars, some face validity issues are less of a concern 
because organizations are more likely to be able to engage in soft nudge-based enforce-
ment of unethical behaviors than government bodies, which need to maintain its legit-
imacy. Thus, for example, while using teddy bears or priming the Ten Commandments 
to enhance honest behavior might be seen as a clever ethical nudge by an employers, it 
is unlikely to be seen as such when done by the IRS.

3.2 Debiasing

debiasing refers to attempts aimed at helping people overcome their biases by mak-
ing them reevaluate their errors. For a theoretical and applied analysis of debiasing 
through the law, in such fields as litigation, employment, and consumer protection, see 
Jolls and Sunstein (1996) and  chapter 28 by Sunstein in this volume. In the same vein, 
some scholars began to examine the possibility of debiasing people’s ethical decisions. 
The most elaborate examination was offered by Tenbrunsel and coauthors (2007), deal-
ing with “ethical mirage.” The authors focus on the biases responsible for the awareness 
gaps between the ethicality of what people do, what they want to do, and what they 
think they do. In particular, they discuss the concept of a “should self,” which is capable 
of describing level-headedly how we ought to act and try to understand why it does not 
play greater role in actual decisions. The authors suggest various cognitive practices 

8 For examples of nudges that are used to improve the general welfare, rather than one’s own benefit 
see Kuenzler and Kysar, this volume.
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that will allow better communications between the various parts of the self. These 
include detailed planning of the situation, practicing how to deal for potential sources 
of biases and active listening to the “should” self during the decision-making pro-
cess. Similarly, Schurr and coauthors (2012) suggested broadening individuals’ deci-
sions and forcing them to plan future choices, making it difficult for them to engage in 
self-deception to justify decisions based on self-interest. The concern in all of these sug-
gestions is that people themselves have little incentive to adopt these solutions because 
they run counter to their self-interest (Schurr et al. 2012). Hence, for these practices to 
curb mindless unethical behavior, they need to be administered by organizations and 
states. This situation is different from, for example, classical BLE implications, where 
litigants are being exposed to their true winning chances in courts. In such situation 
the process of the debiasing could save them money and lead them to prefer settlements 
to overly optimistic and hence costly litigation.

4 Tentative Reflection on 
Policymaking

The previous part discussed the broad ideas of nudges and debiasing as possible nor-
mative reactions to the challenges of BE. Below I explore some concrete research direc-
tions for legal policymaking that are sensitive to the unethical behavior associated with 
automatic processes.

4.1 Statistical Unethicality

Given the difficulty of determining individuals’ awareness of the unethical nature 
of their decisions, BE suggests focusing on aggregating people’s decisions as proof of 
wrongdoing. This view can borrow by analogy from the work in the area of employ-
ment discrimination, where the inability to penetrate people’s mind (Krieger 1995) has 
led in some cases to an aggregated approach to evaluating decision-making. Beginning 
with Griggs v.  Duke Power Co., (1971) the US Supreme Court has recognized that 
although it is not mandated that the workforce of a company should replicate the com-
position of the general population, statistical disparity between the two can be used as 
compelling evidence of employment discrimination under a disparate impact theory. 
According to this theory, even if it is impossible to prove that the employer intended 
to treat candidates differently, the fact that the employer used criteria that resulted in 
discrimination against a class of individuals is sufficient to establish an illegitimate dis-
crimination (Shoben 1983).

Similarly, in the realm of bounded ethicality, rather than assuming bad intentions 
where we cannot prove them, it may be possible to collect data on ethical decisions over 
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time and create criteria to be applied if the aggregation of behaviors indicates that one 
should have been aware of the negative effect of her actions. For example, misuse of 
office supplies or the improper acceptance of gifts may be considered misbehavior even 
if any individual instance of such conduct is merely questionable. A sufficient number 
of marginal instances can warrant sanctioning regardless of the actor’s intent. Important 
jurisprudential work remains to be conducted to justify increasing one’s responsibility 
for one event based merely on the fact that it has been repeated. However, given the dif-
ficulty of determining responsibility for isolated events, and the ability of System 2 to 
predict the likelihood that such unethical act reoccurs, a solution of this type may be 
necessary and appropriate.

4.2 Disambiguation

Many of the theories of bounded ethicality reviewed above suggest that legal ambigu-
ity causes people to engage in wrongdoing (see also Feldman and Harel 2008). Under 
the assumptions of rational choice, ambiguity and uncertainty are expected to increase 
compliance, as people tend to be risk averse (Garoupa 2003; Logue 2006). Behavioral 
ethics suggests otherwise.

One of the principal techniques that people use to self-justify unethical behavior is 
to employ the mechanisms listed in section 2.8 above in order to construct self-serving 
interpretations of legal and organizational requirements. For example, Feldman and 
Teichman (2009, 2011) showed that people may use legal ambiguity strategically to gen-
erate a self-serving interpretation of what is required from them by laws or contracts 
Feldman, Halali, and Banaji (in preparation) found these types of interpretations of 
legal imperatives to be sensitive to the individual’s type of interest (monetary vs. sta-
tus), level of awareness, and amount of cognitive resources available to the individual 
(following manipulation of ego depletion and time pressure). As expected, people’s 
need to feel that they are following the letter of the law on one hand, and their motiva-
tion to enhance their self-interest on the other, give rise to the concern that they would 
routinely engage in self-serving interpretation of the legal norms.

The need to avoid ambiguity may be related to other areas of law, where the lesson 
of BE is that at times reduced fear of behaving unethically produces more rather than 
less unethical behavior. For example, in the context of conflicts of interest, according 
to rational choice predictions we should be most concerned in situations that present 
the greatest conflict. But BE suggests that the opposite may be true: if there is ambigu-
ity about the existence of a conflict, individuals will be tempted to deceive themselves 
that no such conflict exists (Moore, Tetlock, Tanlu, and Bazerman 2006). In clear-cut 
situations individuals do not have such an excuse, and therefore they are less likely 
to misbehave. Thus, the law should seek to avoid the creation of ambiguous partial 
solutions that solve only part of a problem (e.g., disclose conflict of interest but do 
not eliminate it (Cain, Loewenstein, and Moore 2005), for fear of creating exploitable 
situations.
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Along the same lines, although much of the research on conflicts of interest and 
corruption tends to suggest that money is more easily transferable and therefore more 
dangerous to the integrity of society than other sources of conflict, such as prestige and 
loyalty, some of the research on self-deception suggests that the opposite may well be 
true. Most people recognize that taking money from various entities limits their ability 
to remain objective. In contrast, the influence of nonmonetary interests such as pres-
tige, esteem, loyalty, and competence is less likely to trigger an alert by System 2, and 
therefore these interests are more likely to have an automatic effect on people, uncon-
strained by System 2 (Babcock and Loewenstein 1997).

4.3 Reflection and Accountability

Bazerman and Terbenusal’s (2011) examination of blind spots has called attention to the 
limited-awareness processes in which people engage. The classic response to the limited 
awareness problem is to force people to reflect on what they do, making sure that they 
cannot brush aside the unethicality of their behavior using any of the numerous ratio-
nales reviewed in section 2 above. Indeed, research on the interplay between System 1 
and System 2 suggests that accountability may prevent people from overrelying on their 
automatic reasoning (Tetlock and Lerner 1999). Unfortunately, in many legal contexts 
in which some reporting is necessary the opposite is true: forms are constructed to pro-
mote quick, thoughtless binary decisions, leaving little room for open-ended reflection 
and thought (e.g., taxation, disclosures made when selling a car or a house, customs 
declarations, financial reports by businesses, reports by oil and gas companies of pay-
ments to foreign countries related to processing minerals). In many cases, all matters 
that individuals or corporations may decide not to report will never be detected, and 
if they are revealed they are usually regarded as honest mistakes (compare with Kahan 
1997). Creating situations in which people’s dilemmas should be reported explicitly in 
these forms may make it possible for people to reflect about what they need to do. For 
example, it may be possible to include open-ended rubrics on tax forms, where taxpay-
ers would be required to indicate the areas about which they feel uncertain.

4.3.1 Regulating Situations Rather Than Incentives
Behavioral ethics also highlights the need for changing the underlying situations indi-
viduals face, which can shape both explicit and implicit choice, as opposed to changing 
the pertinent incentives, which can only shape their conscious decisions (Aquino et al. 
2009). Rather than changing the social cues, as nudge-like approaches do, it is neces-
sary to shape and curtail the biases that determine the way in which people approach 
dilemmas even before consciously exploring how to solve them. The recommended 
approach is to force people to recognize when they engage in bad behavior. If people 
often engage in unethical behavior because they are unaware of its nature, making 
them recognize their unethicality should help curtail this type of behavior (Haisley 
and Weber 2010; Hsee 1995).
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Trevino (1986), one of the pioneers of business ethics, focused on the importance of 
situations and business environments in facilitating unethical behaviors, above and 
beyond any characteristics of the individuals themselves. This focus has been further 
emphasized in the new BE literature. In a comprehensive review, Bazerman and Gino 
(2012) outlined various characteristics of situations that are likely to increase unethical 
behavior, such as the extent to which the situation allows for the rationalization of uneth-
ical behaviors. Thus, for example, they outline situational factors such as role-playing 
(e.g. the Stanford Prison Experiment), visual factors such as the presence of graffiti on 
walls, and social factors like relationship with a wrongdoer. People also appear to be 
more likely to behave dishonestly when they face losses (Kern and Chugh 2009), espe-
cially if behaving unethically can help them turn the loss into a gain (Shalvi, Eldar, and 
Bereby-Meyer 2012). In a world that pays attention only to deliberate unethicality, law 
and economics models based on incentives are more than enough to change behavior in 
ethical contexts. But the more we understand that people’s conscious choices are respon-
sible for only part of their unethicality, the more regulatory resources we must allocate 
to creating situations that reduce all forms of unethicality and legal incompliance.

4.3.2 Blind Spots and Ethical Training
Bazerman and Tenbrunsel (2011) suggested a comprehensive set of solutions for policy-
makers based on insights derived from the BE literature. The authors suggested various 
techniques for people to become aware of their limited ability to recognize their ethi-
cal failings, and ways of remedying this situation. For example, focusing on the afore-
mentioned concepts of the “should” rather than the “want” self, Bazerman and Gino 
suggested that by considering beforehand what “want” desires may come into play at 
moments of decision-making, individuals can better prepare to resist these desires and 
instead implement a decision based on their ethically sound “should” preferences. The 
authors use the example of a common interview question: What pay does a competing 
employer offer? The “want” self is likely to wish to inflate the number, encouraging the 
applicant to lie to the potential employer. By anticipating this, one can come up with a 
more acceptable answer, such as “I’m not comfortable sharing that information,” which 
serves self-interest but also does not violate moral rules.

Similarly, in a series of experiments, devine and coauthors (2012) showed that it is 
possible to train people to be less affected by their implicit racial biases. At a minimum, 
these experiments support the claim that even if we are unaware of our self-interested 
behaviors, we may be able to control them.

5 Conclusion

Behavioral ethics makes an important contribution to the BLE literature. For the most 
part, this literature supports the view that the self-serving effects of motivation on 
cognition allow people to do harm when it serves their self-interest and at the same 
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time not feel guilty about it. Whereas according to the traditional behavioral litera-
ture biases prevent people from realizing their self-interest, the BE literature highlights 
countervailing biases that prevent people from understanding that their behaviors are 
self-interested and unethical.

Uncovering these biases is especially important because society is being harmed 
by nondeliberate bad deeds, while state interventions, as well as interventions called 
for by the law and economics literature, do not target these implicit behaviors. At the 
same time, as the present review suggests, the ability of the current literature to make 
concrete suggestions for the law is limited. Many important aspects are still being 
debated in the literature, both theoretically and methodologically. Within the con-
cept of bounded ethicality, the interrelations between automaticity, awareness, and 
controllability are still the subject of controversy, and potential solutions are elusive. 
Furthermore, we know more about the effect of System 1 on System 2—which is of 
descriptive interest—than about the effect of System 2 on System 1—which is of greater 
normative interest. Even one of the most momentous questions for the law—are we 
intuitively good or bad—seems to be affected by context more than was previously 
assumed, although many scholars think otherwise.

Finally, the current literature raises various methodological issues. For example, 
most of the findings in BE are collected from laboratory experiments, which accounts 
for short-term effects of various ethical manipulations. For the most part, the law is 
more interested in the long-term effects of these practices. Most of the research in BE 
has been in the area of micromanagement, which is not entirely suitable for incorpora-
tion into legal theory and policymaking. Although preliminary abstract and concrete 
arguments are offered for the consideration of legal scholars and policymakers, at the 
conclusion of this chapter one can only hope that further research conducted by legal 
scholars will enrich the much-needed behavioral law and economics literature and 
make it more inclusive.
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CHAPTER 10

L AW, MOR A L AT T I T U DE S ,  A N D 
BEH AV IOR A L CH A NGE

K ENWORTHEY BILZ ANd JANICE NAdLER

1 Introduction

Classically, the ambition of legal regulation is to change behaviors. Laws might aim 
to increase or decrease various activities, such as owning a gun, or taking a work leave 
to care for a sick family member, or polluting, or hiring a minority job candidate. They 
might aim to get people or institutions to substitute one activity for another, such as 
buying diet soda instead of sugared, or using chewing tobacco instead of smoking, or 
using solar energy instead of conventional sources. Legal regulation can accomplish 
its goals directly, through fear of sanctions or desire for rewards. But it can also do so 
indirectly, by changing attitudes about the regulated behaviors. Ironically, this indirect 
path can be the most efficient one, particularly if the regulation changes attitudes about 
the underlying morality of the behaviors. This is because if laws change moral attitudes, 
we reduce—maybe drastically—the need for the state to act on or even monitor regulated 
players.

What does regulation designed to affect moral attitudes look like? It can be obvious, 
such as an information campaign. But less obvious (and even unintentional) approaches 
are more common, and probably more effective. Legal regulation might seek to link a 
behavior that the public already thinks is bad or objectionable to a behavior it currently 
finds inoffensive. For instance, regulators might wish to reduce abortions generally by 
stigmatizing a rarely performed, but particularly distasteful, version of it (“partial birth” 
abortions), with the idea that highlighting—and outlawing—a repugnant version of the 
procedure will ineluctably associate it with the more common, and more innocuous one. 
Or legal regulation might recharacterize behavior generally thought of as harmless, or as 
harmful only to the one who engages in it, into behavior with costs. The regulation of ciga-
rettes is a good example of this phenomenon (Lessig 1995). Or, regulation might tax or sub-
sidize with the hope not only of immediately changing the frequency of behavior, but also 
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either normalizing or demonizing it. Cigarettes (and “sin taxes” generally) are examples 
of law imposing a tax on behavior to both discourage and discredit it. On the other hand, 
law can both encourage and signal approval. For example, to encourage breastfeeding, the 
law could mandate accommodations that normalize the behavior as natural, and not a 
shameful activity to be hidden away. In line with this, in the United States, Section 207 of 
the Patient Protection and Affordable Care Act (29 U.S.C.A. § 207 (West 2011)) requires 
employers to permit employees who are nursing mothers to take breaks to express breast 
milk, in a place other than a bathroom.

Any one of these methods could either succeed or fail. They can also have unintended 
and even perverse effects, including backlashes. The aim of this chapter is to sketch out a 
framework for understanding the conditions under which regulation succeeds or fails to 
change underlying attitudes. To begin this chapter, consider two brief case studies in the 
United States, each well funded and ambitious examples of attempts to change moral atti-
tudes. One was successful (sexual harassment) and another was not (gun control).

1.1 Sexual Harassment

 In 2012, a unanimous Iowa Supreme Court affirmed the dismissal of a gender discrimi-
nation case (Nelson v. James H. Knight DDS, P.C. 2012). The complaint was brought by a 
dental hygienist, who argued that she was fired because her boss found her attractive, and 
his wife was jealous. Here, the employee was not claiming that she was being coerced into 
a sexual relationship she did not want, nor that she was being offered a quid pro quo for 
providing her boss sexual favors, nor that the workplace or her treatment there constituted 
an environment hostile to women generally. Any one of these assertions would have con-
stituted a face-credible claim for sexual harassment,1 and she would not likely have lost on 
summary judgment.

Her claim was different: she argued that but for her being female, she would not have 
been fired—because if she were not female, her boss would not have found her sexually 
desirable and his wife would not have been jealous of her. Unfortunately for the plain-
tiff, the law of sexual harassment is quite settled here—it is not enough for a plaintiff 
to prove that but for her gender she would not have been fired. She must prove that her 
gender itself motivated the firing—and sexual jealousy by the spouse of the employer is 
a legally permissible motive distinct from the employee’s gender.2

The legal resolution of this case was quite predictable. What was not predict-
able was the public reaction. The decision attracted national attention, and almost 

1 The federal law governing discrimination in the workplace is Title vII of the Civil Rights Act of 
1964. The Iowa equivalent, under which the dental hygienist filed her own case, is the Iowa Civil Rights 
Act, Iowa Code 216.6(1)(a). Iowa courts turn to federal law when interpreting their own discrimination 
cases, Deboom v. Raining Rose, Inc., 772 N.W.2d 1, 7 (Iowa 2009).

2 See, for example, Tenge v. Phillips Modern Ag Co., 446 F.3d 903 (8th Cir. 2006); Platner v. Cash & 
Thomas Contractors, Inc., 908 F.2d 902 (11th Cir. 1990).
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uniformly, the decision was lambasted and ridiculed (Newcomb 2012; Politi 2012). 
Many news outlets noted within the first sentence or two that the Iowa court was 
“all male,” and that the court had used the term “irresistible” to describe the plaintiff 
(Foley 2012; Associated Press 2012). Countless bloggers and commentators derided 
the decision, in often colorful terms; editorialists have even called for reform to 
close this “loophole” in the law of employment discrimination (Cassens Weiss 2013; 
Fiedler 2013).

This overwhelming reaction is a strong sign of the success of antidiscrimination law 
in shaping the moral attitudes of the general public about sexual harassment. Though 
“Title vII and the Iowa Civil Rights Act are not general fairness laws, and an employer 
does not violate them by treating an employee unfairly so long as the employer does 
not engage in discrimination based upon the employee’s protected status” (Nelson 
at p. 9), citizens’ expectations about how they are entitled to be treated at work have 
clearly changed over the last three decades, ever since courts began recognizing sex-
ual harassment as discrimination. Arguably, Title vII played a causal role in this pro-
cess (Sunstein 1996). It is hard to imagine op-eds like the following being published by 
the right-leaning Chicago Tribune in the seventies, the eighties, or possibly even the 
nineties:

If Knight wasn’t guilty of illegal discrimination, he was certainly guilty of being a 
creep and a boor—not to mention a tightwad, having rewarded Nelson’s years of 
stellar work with a single month’s severance pay. About the best that can be hoped 
is that the publicity surrounding the poor treatment Nelson received will attract the 
interest of dentists at another practice who would place a high value on her excellent 
skills and performance—and pay no attention to her looks. And Knight? Maybe he 
needs to find a new place to apply his Novocain. (“You’re Irresistible. You’re Fired.” 
2012)

A woman working outside the home in the sixties would have had to expect the pos-
sibility of “flirtation” (or predation) as a condition of employment, plus strongly gen-
dered expectations about appearance and the propriety of romantic relationships in 
the office (Farley 1980). But today, the norms of professionalism have moved towards 
not just equality, but altogether away from such sexualization in the workplace. Simply 
put, when evaluated in terms of shifting public attitudes, sexual harassment law is an 
almost unvarnished success. This does not mean sexual harassment has been elimi-
nated, of course—but it has certainly been marginalized. Behavior and attitudes that 
would have been not only acceptable, but normal, just a couple of decades ago, are now 
anathema.

1.2 Gun Control

 Not so, attitudes about guns. The history of gun control in the United States is long 
and fascinating, if frequently depressing. From the Civil War until the 1970s, gun 
control activism often was motivated by a desire to limit access to guns by African 
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Americans (Winkler 2011). Over this period, attitudes about guns have remained 
remarkably stable. A 1972 empirical review of various public opinions polls from the 
1930s until the article’s publication revealed that a relatively consistent three-quarters 
of Americans have supported limited forms of gun control, such as registration 
(Erskine 1972).3 More recent reviews have shown the same: around three-quarters sup-
port regulations like regulation and background checks (Smith 2007; Stinchcombe 
1980). Opposition to making laws covering the sale of firearms more strict has been 
stable as well (Gallup 2012).

This is striking, given the pattern of gun laws tightening and then loosening over the 
past century in the United States (Kopel 2012). In other words, activists on both sides of 
the gun control debate have invested decades of time, and millions of dollars, investing 
in lobbying efforts to change Americans’ relationship to guns. They have something 
to show for their efforts, in that gun laws have changed quite a bit, in both directions, 
over the last one hundred years. Empirical evidence suggests that lobbying activities do 
directly influence whether particular gun laws get passed (Langbein and Lotwis 1990; 
Langbein 1993), but there is little evidence that gun attitudes have changed in response 
to interest groups’ efforts. One targeted study examined attitudes about a particular 
proposed reform in virginia, and found that public attitudes in the period before the 
legislative vote were the same as those measured by a different pollster six months 
after the legislative vote was done (Kauder 1993). Though there are spikes in support 
for gun control policies in the wake of highly publicized shootings, attitudes quickly 
revert (Newport 2012). Given the prominence of the gun debate, and the stakes each 
side asserts, this equilibration is astonishing.

Simply put, we argue in this chapter that laws themselves sometimes seem to affect 
moral attitudes in the intended ways, and sometimes not. Can we make any generaliza-
tions—or better yet, predictions—about when it will do which? We think so. We argue 
that the success of legal regulation in changing moral attitudes will depend on a num-
ber of variables. The ones we focus on in this chapter are (1) whether the regulation aims 
to change attitudes which are important to individuals’ cultural identities; (2) whether 
there is underlying dissensus about the behavior or attitude; and (3) whether the law 
is attempting to change the underlying meaning of behaviors rather than trying to 
change the behaviors itself.

We begin by briefly reviewing the literature on the influence of law and legal institu-
tions as a whole on moral attitudes and behaviors. We examine the idea that the legal 
system can promote compliance with law and cooperation with legal actors and insti-
tutions when it is perceived as legitimate and furthering the aims of justice. We then 
turn to the ability of specific laws and legal regulations to influence moral attitudes 
and behaviors. We examine the influence of law through various mechanisms, includ-
ing physical architecture, social meaning, attitude change, and consensus. Throughout 

3 The percentages fluctuated from a brief high of 84% in one poll in 1969 to an equally brief low of 
66% in 1971 (Erskine 1972).
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the discussion of these mechanisms, we focus on factors that lead to success, failure, or 
even perverse effects.

2 General Legitimacy and Credibility 
of the Legal System

Undoubtedly, laws are sometimes effective because they are backed by the threat of 
punitive enforcement. This threat prompts individuals to make judgments about risk 
and reward before deciding whether to engage in a prohibited activity. Accordingly, 
standard economic analysis relies on the assumption that if the expected cost of behav-
ior—comprised of the severity and probability of punishment—exceeds its expected 
benefit, then the actor will refrain from that behavior (Becker 1968). Indeed, standard 
economic analysis assumes that questions about the effect of law on human behav-
ior both begin and end with the assumption that behavior responds to rewards and 
punishments. At the same time and in parallel, law forthrightly attempts to shape citi-
zens’ moral beliefs. When the law forbids murder, this is because murder is evil, and 
the language of the law sometimes makes explicit the moral implications of the pro-
hibited act. Thus, the criminal law traditionally grades an unintentional killing com-
mitted with a “depraved heart” or an “abandoned and malignant heart” as murder, 
but other unintentional killings as merely manslaughter. Conversely, Good Samaritan 
laws—although uncommon in the United States—are designed to shape beliefs about 
the moral duty to rescue. In this section, we examine the claim that law can succeed 
in changing moral attitudes through its general reputation for doing justice. We very 
briefly explore two literatures that consider ways in which law’s general reputation 
works to guide moral attitudes, and ultimately, behaviors governed by those attitudes. 
Specifically, we first examine the argument that people defer to law because its content 
is deemed generally consonant with popular morality. We then examine the argument 
that legal agents promote cooperation by enacting principles of procedural justice.

2.1 Legal Content as a Reliable Source of Morality

To the extent that the legal system is perceived as promoting justice, people will be 
more likely to comply with law in an overarching sense (Robinson and darley 1996; 
Robinson and darley 2007; Nadler 2005). Compliance with law can mean doing what is 
required by law such as paying taxes or picking up dog waste, or it can mean refraining 
from prohibited acts like discriminatory employment decisions or vigilante violence 
against wrongdoers. In general, when the law imposes obligations and punishment in 
concordance with general intuitions about justice, then people are more likely to view 
the legal system as a legitimate and reliable source of morality. Individual cases decided 
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consistently with lay intuitions of justice reinforce the notion that the law is a source 
of moral guidance. discrete laws that reflect the community’s sense of justice will 
enhance the ability of the law to gain compliance in people’s everyday lives, in areas 
unrelated to the law in question (Mullen and Nadler 2008).

The perceived legitimacy of the law can be undercut, and compliance undermined, 
when the law fails to comport with citizens’ intuitions of justice. The mass incarcera-
tion of young African American males within communities, for example, is perceived 
by many as evidence of the law imposing punishment in an unjust fashion (Alexander 
2012). One possible consequence is that community members who perceive the law 
as unjust are less likely to comply with the law themselves (Mullen and Nadler 2008; 
Nadler 2005). disaffected citizens might also resort to vigilantism, thereby opting 
out of a legal system they perceive as deviating from the consensus of the commu-
nity. When there is community consensus about what justice requires of law, then it 
is fairly straightforward, at least in theory, to implement this consensus and enact jus-
tice. When the legal system comports with justice, it gains legitimacy and compliance 
because citizens look to law as a source of moral guidance.

A more difficult situation arises when there is no clear consensus about what jus-
tice requires, or worse, when there is clear dissensus. For example, no matter what the 
position the law takes regarding abortion, a large contingent of citizens will believe the 
law to be wrong and even immoral. Some individuals have a strong moral investment 
in either permitting or prohibiting abortion, and for them abortion laws that permit 
immoral outcomes can prompt strident protests and even vigilante action. For exam-
ple, in the United States, extremists who believe that the government abortion laws 
sanction the murder of babies have bombed abortion clinics and murdered physicians 
(darley, Tyler, and Bilz 2003). Other examples of dissensus abound. People’s intuitions 
differ, often along predictable cultural lines, about the morality of severe punish-
ment for abused women who kill their sleeping husbands, a man who kills another 
man because he solicited sex, the possession of recreational drugs, among many other 
examples (Braman, Kahan, and Hoffman 2010).

2.2 Legitimate Legal Actors and Institutions Providing 
Motivation for Cooperation

Perceptions of the legal system are shaped by people’s everyday experiences with law 
through interactions with institutions such as the police, traffic court, family court, 
and government agencies. Even people with no direct personal experience with the 
legal system nonetheless can readily observe the pervasive operation of legal institu-
tions and authorities. The ways in which people experience the operation of law in their 
everyday lives gives rise to perceptions about the legitimacy of the law and its actors 
and institutions. To the extent that people perceive legal authorities to be legitimate, 
they will view those authorities as properly empowered to make decisions about how 
the law should be implemented (Tyler and Huo 2002; Tyler 2006a). They will not readily 
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question when they see a police officer making a traffic stop or when they read about a 
judge who approves a large employment discrimination award. But to the extent that 
the opposite is true—that is, when people believe legal authorities lack legitimacy—
they will view authorities as exercising power improperly (Tyler 2009).

Empirically, perceptions of legitimacy turn on the quality of treatment people 
receive from and observe on the part of legal actors and institutions (Tyler and Fagan 
2008). Examples of poor quality of treatment by legal actors and institutions include 
judges who convey a lack of concern toward citizens who appear in their courtroom 
as litigants or jurors; police officers who convey an attitude of disrespect toward peo-
ple they stop or question; police department policies and practices that signal surveil-
lance, suspicion, and mistrust, leading people to feel that their communities are being 
harassed rather than served. These types of perceptions determine the extent to which 
people see the actions of judges and police as moral and legitimate (Tyler and Wakslak 
2004; Tyler 2006b). Legal authorities and institutions that are perceived as legitimate 
are likely to prompt community members to perceive cooperation and compliance as 
moral imperatives. Conversely, legal authorities and institutions lacking legitimacy are 
less likely to prompt people to feel morally obligated to cooperate, and thus less likely to 
take voluntary actions like calling 911 to report suspicious activity; coming to the police 
station to identify a criminal; coming to court to testify; accepting the decision of a 
family court regarding custody; showing up for jury duty and doing a conscientious 
job when serving; paying fines for traffic tickets; paying income taxes and declaring all 
income. In sum, a legal system that lacks legitimacy produces community members 
less likely to feel morally obligated to defer to legal decisions and to cooperate with legal 
actors and institutions (Tyler 2006b; Tyler and Huo 2002).

3 Mechanisms of Influence

In this section, we review how specific attempts to regulate can succeed or fail to bring 
about change in people’s moral attitude about the behavior in question. Previous schol-
arship on expressive law has emphasized that law can express values, which in turn can 
influence behavior (see, e.g., Cooter 1998; McAdams 2000a; Sunstein 1996). Some of the 
prior research on expressive law explores various mechanisms by which law influences 
behavior expressively, such as by leveraging people’s motivation to maintain the esteem 
of others (McAdams 1997), or by providing a focal point in situations where coordina-
tion is required (McAdams 2000b). We begin by reviewing how law can use physical 
architecture to change behavior and possibly moral attitudes, by making the targeted 
behavior either more convenient (e.g., recycling) or less convenient (e.g., smoking). We 
then consider how legislation or regulation can change the social meaning of a behav-
ior, rendering what was formerly considered to be moral or amoral to be now mor-
ally problematic (e.g., discrimination), or vice versa (homosexuality). Next, we briefly 
review some classic literature in the social psychology of attitude change to highlight 
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factors that make it less likely that law will successfully influence moral attitudes. We 
also consider the effects of perceived democratic consensus of law on moral attitudes.

3.1 Architectural Nudges

Bernstein uses the term “melioristic law reform” to refer to citizen-driven efforts to 
change tort law and criminal law in an effort to improve individual behavior (Bernstein 
1996). Individuals sometimes change their behavior readily if gently nudged in a par-
ticular direction (Kahan 2000; Sunstein 1996). The most promising domains for 
changing behavior are those in which people can be subtly prompted to take the path 
of least resistance. If law makes a desirable behavior—such as recycling—more conve-
nient, people can be persuaded to do more of it. If law makes an undesirable behavior—
such as smoking—less convenient, people can be persuaded to do less of it. Initially, the 
changes are solely behavioral, and up to this point, conventional law and economics 
can explain changes in people’s willingness to engage in the regulated behavior. But 
along the way, attitudes about the morality of the behavior can get altered as well. The 
propensity of behavior to influence attitudes has been long known in social psychol-
ogy—this is the mechanism underlying classic demonstrations of cognitive disso-
nance. For example, people asked to choose between two closely ranked products later 
increase their liking of the chosen item and decrease their liking of the forgone item 
(Brehm 1956). For attitude change to follow, however, it is important that the individual 
perceive the behavior as a product of her own choice (Cooper and Fazio 1984). This is 
another departure from the lessons of conventional law and economics—if the regula-
tory “nudge” is so forceful that any behavioral changes are seen as obviously caused by 
legal incentives rather than by free will, attitude change is unlikely to occur (Kuran 
1995). Similarly, although in some circumstances attitude change can be assisted by 
public information campaigns, they are an unlikely source of moral attitude change, as 
we discuss later.

As an example of the use of architectural means to prompt behavioral and attitudinal 
changes, consider the case of smoking in the United States. In 1964 the US surgeon gen-
eral’s report established the scientific basis supporting the claim that smoking carries 
grave health risks for smokers. The following year, Congress mandated health warn-
ings on cigarette packages and in 1969 imposed limits on tobacco advertising (Federal 
Cigarette Labeling and Advertising Act, 15 U.S.C. §§ 1331–40; Federal Public Health 
Cigarette Smoking Act of 1969, 15 U.S.C. §§ 1331–40). It is unclear whether this type 
of government regulation of information—health warnings and advertising limits—
caused any discernible change in smoking behavior. But a turning point came when 
the prospect emerged that nonsmokers were being harmed by secondhand smoke. At 
that point, smoking became more than just a question of an individual smoker’s liberty 
interest in engaging in an activity that causes harm to the self—now harm to others was 
an issue (Jacobson, Wasserman, and Anderson 1997). Because nonsmokers were being 
subjected to harms to their health that they did not always consent to, the issue took on 
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a more salient moral dimension, and legal restrictions on smoking behavior became 
a real possibility. By the early 1970s, laws imposing bans on smoking in certain public 
places began to slowly proliferate. In 1986, the US surgeon general released a report 
that found that secondhand smoke causes cancer, and later reports found that second-
hand smoke causes lung and heart disease (“The Health Consequences of Involuntary 
Smoking” 1986). In children, secondhand smoke is associated with asthma, ear infec-
tions, and respiratory infections (“The Respiratory Health Effects of Passive Smoking” 
1992). Conventional economics would predict that the largest effects on smoking 
behavior would stem from effects on the smoker herself. Instead, as elaborated below, 
the largest effects emerged from realizations about its effects on others.

Following the release of these reports, local smoking bans proliferated in some parts 
of the United States followed by statewide bans in some states (Jacobson, Wasserman, 
and Anderson 1997). California enacted strong statewide smoking regulations in 1994 
that banned smoking in offices, and later restaurants (Cal. Lab. Code § 6404.5 (Act of 
July 21, 1994, § 1, 1994 Cal. Stat. 310)). In New York, local bans were followed by a strict 
statewide regulation in 2003 that prohibited smoking in all restaurants (N.Y. Pub. 
Health Law 1399-n to -x). In many localities, smoking is now prohibited even in pro-
totypical places for smoking like bars and casinos (see e.g., Colo. Rev. Stat. § 25-14-204 
(casinos); Smoke Free Illinois Act, 410 ILCS 82 (bars, restaurants, and casinos); N.Y. 
Pub. Health Law 1399-o (bars and restaurants); Cal. Lab. Code § 6404.5(f)(1)(a) (bars 
and restaurants)). Arguably, the political will that made these state and local regula-
tions possible was a result of several things; here, we focus on two. The first is the notion 
that smoking harms others besides the smoker, so that the smoker is imposing a real 
cost on others against their will, and therefore others have the right to object. The sec-
ond is the increase in state and local taxes on cigarette purchases, which helped boost 
the fortitude of those who wanted to quit smoking. As to the first factor, by prohibiting 
smoking from most public places, legal regulation shapes behavior directly, by lever-
aging inertia. That is, when smoking is made difficult, it forces the smoker to wait to 
smoke, to get up and move to a different location, possibly into bad weather; as a result, 
smokers are likely to smoke less often. Further, those smokers already considering quit-
ting—perhaps because of fear of dreaded disease—are further encouraged to do so. As 
to the second factor, increased cigarette prices obviously increase the will of smokers 
to quit. But interestingly, the justification for the taxes also played on the third-party 
effects of smoking—they were promoted as at least partially offsetting the public costs 
of chronic illnesses caused by smoking (Santora 2008).

In addition to making use of architecture to discourage harmful behavior, law 
can also encourage prosocial behavior. Consider recycling. As late as the early 1990s, 
many communities in the United States, Canada, and Europe did not have manda-
tory recycling and curbside pickup programs. Municipal regulation that mandated 
curbside recycling pickup increased dramatically in this period, and the availability 
in the United States of curbside pickup of recycled materials was partly responsible 
for an enormous increase in the amount of solid waste that was recycled (Kinnaman 
2006). Local regulation making recycling easier and more convenient (by, for instance, 
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picking it up at curbside along with the regular trash) encourages the target behavior, 
even on a conventional law and economics analysis. But the removal of small barriers 
can have disproportionately large effects. For example, separating items probably does 
not take more than a total of a minute or two of time per day. But eliminating this bar-
rier increases recycling dramatically (Carlson 2001). It is interesting to note that unlike 
in the example of smoking regulations, the regulations that provide the infrastructure 
for recycling do not involve prohibiting or requiring anything on the part of citizens. 
Yet even in the absence of mandatory recycling, making it easier makes it more preva-
lent. Once recycling becomes a behavioral regularity, positive attitudes toward recy-
cling follow, especially if the individual perceives her own commitment to recycling 
as voluntary. When an individual perceives herself as the kind of person who recycles, 
that self-concept leads to valuing the idea of recycling (Werner et al. 1995; Cialdini 
2009).

Law reduced smoking by erecting barriers and increased recycling by removing 
barriers. Again, one way law encourages prosocial behavior is through positive incen-
tives. For example, in Italy, national law provides that any employee who donates blood 
is permitted to take one entire day off work with pay, per year (d.L. 21 Ottobre 2005, 
n. 219, in G.U. October 27, 2005, n. 251(It)). This law induces employees to make an aver-
age of one extra blood donation per year—a seemingly straightforward response to 
incentives, and an example of how law can accomplish its goals directly through fear 
of sanctions or desire for rewards. But possibly, providing a day off of work for blood 
donation also changes moral attitudes about blood donation. Specifically, when work-
ers begin donating blood in exchange for the day off, the behavior becomes regular-
ized, and people continue to donate at the same frequency even when they stop being 
employed. And indeed, the facts bear this out: unemployed donors who later become 
employees make about one extra donation per year, while there is almost no reduc-
tion in donation frequency by donors who cease to be employees—and who thereby 
cease to receive the day-off benefit. Thus, people generally do not stop providing their 
extra donation when they no longer receive the benefit the law provides. The donation 
behavior incentivized by law appears to be transformed into a habit, and possibly even 
internalized as morally good (Lacetera and Macis 2012; Werner et al. 1995).

3.2 Social Meaning Changes

The social meaning of any given behavior depends on the existing social norms gov-
erning that behavior (Sunstein 1996). Architectural changes that make a behavior 
less prevalent can also contribute to changes in the social meaning of that behavior. 
Consider again the example of smoking. Aside from physical and temporal inconve-
nience, legal regulation limiting smoking also imposes a social cost on smokers. Being 
cast out of offices, restaurants, and even bars sends a message of banishment and ostra-
cism to the smoker, which for some might be internalized as shame. In order to engage 
in the behavior that the law regulates, smokers are increasingly confined to their homes 
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or designated smoking zones, and smoking is increasingly perceived as an act of social 
deviance, at least within some social circles or in some times and places. When the issue 
was one of the individual smoker’s decision to harm herself, legal regulation was politi-
cally difficult because of the strong libertarian undercurrent that often characterizes 
policy debates in the United States about hazardous activities. On this view, smoking 
is a decision about personal preference, like eating chocolate or wearing shorts. Rozin 
and Singh (1999) argue that over the course of the latter half of the twentieth century, 
smoking evolved from being viewed as solely a matter of personal preference without 
implications for moral worth, to being an object of disgust, which empowered non-
smokers to condemn the activity. In societies like the United States which are marked 
by cultural individualism, an activity like smoking is not psychologically endowed 
with moral status unless it can be demonstrated that it causes harm to others (Schweder 
et al. 1997). In this way, the findings that secondhand smoke harms others, especially 
children, set the stage for bringing the issue of smoking into the domain of the moral, 
making it politically easier to regulate through law (Rozin 1999). As dan Kahan has 
argued, information about the hazards of smoking was accepted and believed only 
after a cultural shift in the social meaning of smoking as morally noxious because of 
the dangers to nonsmokers (Kahan 2007). Tellingly, now even other nicotine delivery 
systems that do not impose harms on others are being regulated because of their asso-
ciation with the “tainted” activity of smoking. That is, legal regulation of one activity 
can not only change the meaning of that activity, but can spread to others, too. For 
instance, California has proposed a ban on using increasingly popular “e-cigarettes” in 
public places, which produce only water vapor (and possibly trace amounts of nicotine) 
instead of smoke (Cal. Sen. Bill 648, Feb. 22, 2013). At least one municipality has forbid-
den its employees from using smokeless tobacco while at work. The town manager told 
the city council, “The concern is a number of employees are chewing tobacco in the 
presence of a vehicle and others, and they find it very disturbing and they would like 
to ban the use of chewing tobacco. People are just offended by tobacco products. They 
think it’s a filthy, vile habit and they resent other employees doing it” (Graff 2013).

Bringing an activity out of the domain of the nonmoral and into the domain of the 
moral can increase prosocial behavior, just as it can decrease the incidence of harmful 
behavior. Consider again the example of recycling. If people perceive that their neigh-
bors are recycling, it is more likely that they will recycle too. Just as smokers might 
be motivated to quit if they feel banished and shunned by regulations on smoking, 
householders might be motivated to recycle if doing so makes them feel included and 
virtuous within their neighborhood. In an early study of residents of a city that had 
just began a curbside recycling program, 95% of those who recycled reported that their 
friends and neighbors did also; but only 67% of nonrecyclers reported that their friends 
and neighbors recycled (Oskamp et al. 1991). This finding is consistent with results of 
public goods games in which a norm of cooperation is triggered by cooperation by 
others (Carlson 2001). This suggests that physical and cognitive inertia is not the only 
barrier to increasing the rate of prosocial behaviors like recycling. Making it easier 
to do so is important, to be sure. But in addition to convenience, another important 
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determinant of prosocial behavior is the subjective meaning of that behavior. If an 
individual perceives that others are recycling, then they might perceive recycling as an 
act of cooperation that is expected by other members of the community. Conversely, 
if an individual perceives that others are not recycling, then he might perceive recy-
cling as an act of substantial sacrifice (davidai, Gilovich, and Ross 2012; Cialdini 2009; 
Kahan 2003).

Using less energy is another prosocial behavior that can be encouraged by appeals 
to social comparison. Home energy use can be reduced by sending customers “home 
energy reports” comparing their energy use to that of their neighbors (Ayres, Raseman, 
and Shih 2012). It is not yet clear exactly how receiving peer comparisons serves to 
reduce energy consumption. One possibility is that people whose consumption exceeds 
those of their neighbors feel guilt about contributing to the problem of climate change. 
If this is true, then it is possible that information campaigns such as the energy reports 
used in this study can work to change attitudes about the morality of energy conserva-
tion. Legal regulation might play a role in this type of moral attitude change by man-
dating information campaigns of this sort.

Finally, legal regulation that alters the social meaning of a behavior can result in a 
change in the way the people engaging in the behavior are morally evaluated. In the 
workplace, women with children are, on average, offered lower starting salaries and 
are less likely to be hired and promoted because they are perceived as less compe-
tent and less committed to their jobs compared to childless women. In 1993, the US 
Congress enacted the Family and Medical Leave Act (FMLA) (29 U.S.C. §§2601–2654), 
which provides unpaid job-protected time off for family caretaking as a gender-neutral 
entitlement. Experimental evidence suggests that making the FMLA salient influences 
normative judgments of women who take caretaking leave, by changing the meaning 
of taking time away from work to fulfill caretaking responsibilities. It is possible that 
law is perceived as representing a broad social consensus about the meaning of caretak-
ing leave, and in turn reduces stereotyped inferences people make when they observe a 
worker who takes family leave (Albiston and Correll 2011).

Legal regulation can therefore transform the social meaning of behavior, changing 
people’s perceptions regarding the moral acceptability or desirability of the behavior. 
But sometimes, social meaning change is difficult to manage through regulation when 
regulation is perceived as attacking the fundamental identity and status of a discrete 
cultural group. Consider the example of gun regulation in the United States. Like the 
regulation of smoking, the regulation of guns is designed to reduce the risk of harm. In 
the case of smoking, harm reduction strategies were mildly controversial to the extent 
that they were considered inconvenient and expensive by smokers. Contrast this with 
attempts to regulate gun ownership. As cultural symbols, guns differ from cigarettes 
because guns signify membership in an important affinity group. According to the 
cultural cognition thesis, people who are relatively hierarchical and individualistic in 
cultural orientation tend to oppose gun regulations because they believe law-abiding 
citizens would be vulnerable to predation as a result of regulation (Kahan et al. 2007). 
Guns are associated with hierarchical social roles like father, hunter, and protector. 
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Guns are also associated with individualistic cultural symbols, such as self-reliance, 
courage, honor, and prowess (Kahan et al. 2007). As a result, hierarchical individualists 
tend to be skeptical of risk perceptions that would justify such regulations. People who 
identify with guns include hunters and other outdoor sports enthusiasts who view gun 
education as a integral part of rural living (Barringer 2013). This helps to explain why 
the identity of members of this group is undermined and their status is threatened by 
gun regulation. Gun regulation is perceived by many as a threat to their way of life and 
an implicit statement that they do not matter. At the same time, there is no discrete cul-
tural group whose identity hinges on members defining themselves by the absence of 
guns. Thus, unlike the regulation of smoking, the regulation of guns is unlikely to have 
straightforward influences in shaping behavior and moral attitudes.

3.3 Using Law to Directly Influence Moral Attitudes

The literature in social psychology on attitude change generally is far too immense to 
summarize here (Bohner and dickel 2011). Instead we focus on those ways that legal 
regulation in particular may change attitudes. That is, we are holding constant the gen-
eral source of possible attitude change as being “some legal entity”—be it legislation, 
an agency action, a court decision, or a plebiscite. These different sources, of course, 
will themselves have different success rates in different settings—but all, at least, could 
be categorized in some sense as an “official” legal regulator. So, why might official 
attempts at attitude change either succeed or fail?

3.3.1 Effects of the Source
Although all legal regulators might be seen in some sense as representatives of “the 
state,” these representatives are not monolithic. Each has a domain in which action will 
be seen as appropriate, by subject matter, by hierarchy (local, regional, national, inter-
national), or by mode of action. Briefly, the same attempt at attitude change will be 
perceived as more or less legitimate, depending on which legal entity issues the reg-
ulation. An entity that attempts to act outside its sphere of legitimate influence will 
be perceived as a bully, or, just as devastatingly, laughable. Consider the example of 
numerous municipalities declaring themselves as “Nuclear Free Zones” in the 1980’s 
(Maclay 1988). These laws were mostly symbolic. In the cities where it might have had 
real bite because of the presence of institutions doing nuclear research, like Cambridge, 
Massachusetts, and Palo Alto, California, the regulations failed to pass, and those in 
which it did pass routinely ignored the ordinances or granted waivers so that the local 
economies could continue their work uninterrupted (Emmanuel 2012). By now, the 
number of US. municipalities with such bans exceeds one hundred. We know of no 
study that has attempted to assess the effect of such declarations on public attitudes 
towards nuclear proliferation, but we are confident that any such study would find 
nothing. Editorials and commentary on the ordinances are just as likely to reveal ridi-
cule or embarrassment as support, with the following sentiment being representative: 
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“[I] f anybody—and I mean ANYBOdY—tries to bring a nuclear warhead into [Iowa 
City’s] limits, they will be facing (I am not making this up) a $500 fine! With a deter-
rent like that, you understand how Iowa City has distinguished itself from other small 
towns in Iowa and managed to stand firm against the onslaught of nuclear weapons” 
(Brawner 2010).

A municipality might try to change attitudes toward local issues such as, say, recy-
cling or cleaning up after pets or shoveling snow from sidewalks, but if it tries to affect 
attitudes toward international issues such as nuclear disarmament, its attempts are 
likely to fail. When an institution steps outside of its expected domain to regulate, 
the public is likely to regard its actions with skepticism. And attempts to regulate that 
are seen as institutionally misplaced can backfire. Consider again the 2011 Patient 
Protection and Affordable Care Act, which the US Justice department (successfully) 
attempted to make more constitutionally acceptable by characterizing as a “tax” rather 
than as a mandate for purchase of health insurance. While recasting the regulation 
as a tax allowed it to win its battle in the Supreme Court (Nat’l Fed’n of Indep. Bus. v. 
Sebelius 2013), its strategy might have diminished the federal government’s ability to 
win the larger cultural war over US citizens’ attitudes about the moral obligation to 
acquire health insurance.

Even when acting within the scope and boundaries of its appropriate domain, regu-
lation may fail if the legal entity is perceived as not credible (Sternthal, Phillips, and 
dholakia 1978). One way to lack credibility is to be untrustworthy, and classic exper-
imental work in social psychology has shown that untrustworthy sources have little 
ability to persuade about factual issues and predictions (Hovland and Weiss 1951). 
Similarly, a source that is perceived as lacking in knowledge will not be persuasive on 
factual questions (Kuklinski and Hurley 1994). Still another form of noncredibility has 
to do with illegitimacy—and this is particularly relevant for failures to persuade on 
moral as opposed to factual issues. Edwin Hollander (1958) argued that leaders build 
up “idiosyncrasy credits” by conforming their decisions to the expectations of their 
followers, which they can then “spend” to behave in ways that run counter to expecta-
tions. This insight is easily transferred to legal entities rather than to leaders—a legal 
entity that has built up goodwill may be able to change public attitudes, but one that 
has been bucking public opinion for years will be relatively helpless to change public 
attitudes with yet another maverick legal act (Gibson, Caldeira, and Spence 2003). In 
the wake of more than a decade of decision after unpopular decision establishing rights 
for criminal defendants in the 1960s, for instance, the Supreme Court arguably sim-
ply had no more reputational capital left to spend in changing public attitudes toward 
school busing (Swann v. Charlotte-Mecklenburg Board of Education (1971)). The Court’s 
popularly excoriated decision led to massive resistance by whites, and even to violence 
in Boston (Tager 2001).

One researcher found that while attitudes toward busing did change in Charlotte, 
they did not do so as a direct result of the persuasive effects of the Court’s decision. 
Instead, attitude change came from their compliance with the Court’s order. That is, 
after sending their children to integrated schools and finding that the education system 
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did not collapse as they had expected, cognitive dissonance forces caused them to 
soften their attitudes toward busing (Maniloff 1979). Timur Kuran (1995) argued that, 
if the goal is attitude change, the reason citizens comply with a legal mandate is less 
important than that they comply and that citizens see others complying. Eventually, 
citizens assume others are complying not because they must, but because they want 
to—and this perception contributes to a shift in social norms.

This is also consistent with more modern findings that sources that espouse views 
that are contrary to the source’s usual positions, or which are counter to the source’s 
own or their group’s interest, are more influential than those who act in line with 
expectations. Consider, for example, Republican governor George Ryan’s decision to 
place a moratorium on capital punishment in Illinois. The fact that a Republican gov-
ernor was an unlikely source of deep skepticism about the death penalty undoubtedly 
moved the death penalty abolitionist’s position forward more than would the same 
move would have if made by a democratic governor (Gross and Ellsworth 2001; visser 
and Mirabile 2004). Failures caused by source characteristics are more likely to result 
in simple failures than in backlashes or perverse effects. They will simply be seen as 
hamhanded, self-interested, incompetent, or silly—and rejected outright by their 
intended audience.

3.3.2 Effects of the Attitude Object
If characteristics of the source of the regulation can cause it to fail, then so can char-
acteristics of the targeted attitude itself. The most important of these, at least in the 
United States, is the ease with which we can describe the targeted object of regulation 
as causing harm to third parties. For instance, if we wish to change attitudes about a 
particular behavior, it helps to characterize the behavior as causing damage not just 
to those (informed, consenting adults) who choose to engage in it, but to innocent 
bystanders as well. As discussed earlier, the legal movement against smoking gained 
traction once the medical risks of “secondhand smoke” were introduced as part of the 
policy debate. Of course, it is almost trivially simple to describe any behavior as having 
at least some third-party harms (Bilz and darley 2004). As a natural corollary, then, 
to the extent opponents can describe those third-party harms as a front, and persua-
sively argue that the target of attitude change causes mere moral harm (or, perhaps, 
mere psychic harm), the attempt at legal regulation is likely to fail. In a political society 
informed by Enlightenment liberalism’s emphasis on the Harm Principle, as it is in 
the United States, citizens often resent attempts by government to impose any kind of 
official orthodoxy—even when, interestingly, they individually endorse the belief.4 The 
strands of individualism in the United States run deep, and an attempt to change moral 
attitudes as moral attitudes is likely to fail (Katyal 2006).

4 For instance, when asked the following poll question, “Some people think the government 
should promote traditional values in our society. Others think the government should not favor any 
particular view. Which comes closer to your own view?” 50% of Americans agreed with the latter 
statement, and fewer than half with the former (Opinion Research Corporation 2011).
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Another element of the attitude object that can undermine successful attempts to 
change it is how discrepant the legal regulation is from what citizens currently think 
it should be. The further apart they are, the more resistant to change people will be 
(Hovland, Harvey, and Sherif 1957). Although in some sense this is obvious, more than 
one attempted legal regulation has foundered on the shoals of being “too extreme” for 
the public to accept. dan Kahan has written about the difference between what he calls 
“gentle nudges” versus “hard shoves” in legal regulation, arguing that the latter not 
only tend to fail, but can actually cause backlashes (Kahan 2000) (or, in the terms of 
early attitude research in social psychology, “boomerang effects” [Sherif, Sherif, and 
Nebergall 1982]).

Kahan uses the example of date rape. date rape became a cause célèbre of feminists 
in the 1980s, especially on college campuses. Activists wished to change the notion 
that rapes that occurred between acquaintances, where perhaps the issue was confu-
sion about consent (does “no” really always mean “no”?), were somehow less bad than 
stranger rapes (viki, Abrams, and Masser 2004). Their solution was to urge that date 
rape be treated by the legal system and all its actors (police, prosecutors, judges, and 
juries as fact-finders) as equally bad, by being punished equally (Clemens 1982; Taslitz 
2005). Kahan argued that in so doing, activists were actually doing more harm than 
good. Because most of the public thought date rape was bad, but not as bad as stranger 
rape, insisting that they be treated identically would result in police who were reluctant 
to arrest, prosecutors who were reluctant to charge, and judges and juries who were 
reluctant to convict at all. This very reluctance would serve as social evidence that, 
in fact, date rape was not only not as bad as stranger rape, but perhaps was not even 
really a crime (Kahan 2000). Though research showing the law (or at least, the attempts 
to change the law) directly caused a backlash is lacking here, plenty have argued that 
the law is impotent to impose a change in attitudes about date rape through dramatic 
redefinition of the crime (Schulhofer 2000; Pierce Wells 1996), and the phenomenon of 
“date rape backlash” itself is accepted enough to have spurred considerable commen-
tary and research (Woods and Bower 2001; Clarke, Moran-Ellis, and Sleney 2002) and 
even a documentary film (Media Education Foundation and FAIR (Firm) 1994).

A final feature of the attitude object that will affect the ability of a law to change 
attitudes is the level and quality of citizens’ involvement with the issue. The greater the 
involvement, the more resistant to change people will be (Sherif and Hovland 1961). 
Social psychological researchers have focused on a number of different ways one can be 
“too involved” to allow a legal decision-maker to change your mind about something. 
The issue being discussed could be particularly vivid too frightening to contemplate 
a change in attitude about it (Leventhal, Meyer, and Nerenz 1980). Or, the issue could 
have high levels of importance to citizens. Early on, Hovland and Sherif argued that 
those with high “ego involvement” in an issue would be resistant to persuasion (Sherif 
and Hovland 1961; Sherif, Sherif, and Nebergall 1982). Much more recently, Linda 
Skitka has focused on “moral mandates.” Where people’s attitudes are strong, wrapped 
up in their personal identity, and related to core moral values, they will be particularly 
resistant to changing them (Skitka and Houston 2001; Mullen and Skitka 2006). Since 
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this chapter is particularly concerned with changing moral attitudes, Skitka’s lessons 
are particularly important. Interestingly, high levels of self-interest play less of a role 
in determining people’s attitudes than standard economic analysis would predict, and 
so presumably whether or not the proposed legal regulation interferes with the direct, 
material interests of the regulated parties is not a very good predictor of success for 
attempted attitude change on an issue (Sears and Funk 1991; Miller and Ratner 1998; 
Sanderson and darley 2002). Note, however, that when proposed regulations would 
have measurable, immediate, monetary effects on the regulated parties, people are 
likely to oppose the regulation (Sears and Funk 1991).

3.3.3 Effects of the Manner of Regulation
 Political scientists would argue that failures to regulate will occur, at a minimum, if 
advocates are insufficiently organized, interested, and funded to effectively lobby 
lawmakers or to withstand attacks by other organized interest groups (Olson 1965). 
In other words, many “attempts” at legislation that would affect moral attitudes sim-
ply never get off the ground in the earliest stages, because of a lack of coordination or 
resources. But even well-funded and organized attempts that succeed in changing the 
actual law may nevertheless fail to achieve their ultimate ambition of changing atti-
tudes because of features of the legal regulation itself. First, if the public knows you 
are attempting to change moral attitudes, the regulation is less likely to work (Walster 
and Festinger 1962; Allyn and Festinger 1961). Effective propaganda is subtle propa-
ganda. Relatedly, if the targets of persuasion are focused on another task, they will be 
more persuaded by a communication than those who are not distracted (Festinger and 
Maccoby 1964; Freedman and Sears 1965; Gilbert 1991). Indeed, messages that are too 
obvious can even induce backlashes. All of this perhaps explains the generally dismal 
success rates of public information campaigns (Aronson and O’Leary 1983; McGuire 
1986).

While simple exhortations to change attitudes are likely to fall on deaf ears, carefully 
framed persuasion can work, sometimes even when it is clear to a careful observer that 
attitude change is the goal. For instance, people wish to conform to others they perceive 
to be in their in-group (Asch 1955). These effects are quite powerful—messages that are 
framed to appeal to self-interest or moral commitments usually lead to less behavioral 
(and attitude) change than those that are framed to make the listener believe that oth-
ers just like them are behaving in the desired way (Cialdini 2007; Nolan et al. 2008; 
Goldstein, Cialdini, and Griskevicius 2008; Cialdini and Goldstein 2009). For exam-
ple, rates of tax compliance go up, and deductions go down, when citizens believe other 
citizens are paying their fair share (Kahan 1997; Roth and Witte 1989).

Fellow members of a political community can be one such in-group (fellow residents 
of Chicago, say, or fellow Americans), and to the extent a legal regulation is seen as a 
reflection of democratic group consensus on an issue, it is likely to be more successful 
than if it were seen as a top-down imposition by elites or even outsiders (McAdams 
1997; McAdams 2000a; dharmapala and McAdams 2003). This would at least sug-
gest that plebiscites should be more persuasive than legislation, which should be more 
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persuasive than judicial opinions. Research directly testing the effects of legislation or 
plebiscites on public opinion is rare (or nonexistent), but several studies have focused 
on the power of Supreme Court decisions to change attitudes (Bartels and Mutz 2009; 
Hoekstra 1995; Hoekstra 2000). There, the results have been mixed, and the best sum-
mation of the Court’s ability to move public opinion is that it is limited, depends heav-
ily on circumstances, and in any event is prone to inducing backlashes (Brickman and 
Peterson 2006; Franklin and Kosaki 1989; Johnson and Martin 1998; Persily, Citrin, 
and Egan 2008). Though this research is tantalizing, by referring directly to established 
institutions (the Supreme Court, the US Congress) it conflates the source-credibility 
issues discussed in the previous section5 with the procedural/manner effects we refer to 
here, which have independent effects on the likelihood of failure of an official attempt 
to change moral attitudes.

4 Conclusion

In this chapter, we started from the assumption that political actors primarily wish to 
change behaviors, and that they often attempt to accomplish that goal—knowingly or 
not—by trying to change attitudes. Sometimes this works, sometimes it doesn’t, and in 
this chapter we tried to identify when and how.

However, our initial assumption that the goal of regulation is behavioral or attitudi-
nal change may be wrong, at least some of the time. Considerable research in political 
psychology suggests that at least sometimes, the point of legal regulation may instead 
be an attempt to co-opt the expressive capital of the law to advance a more symbolic 
agenda (Lau and Heldman 2009; Kinder 1998; Sears and Funk 1991). As we have writ-
ten elsewhere, “Law is a form of cultural capital that can be captured by opposed 
groups [who use it to] stick a flag in the dirt to mark public territory as their own” (Bilz 
and Nadler 2009, p. 122). Social groups compete to establish laws that they perceive 
as expressing high social standing for their group; likewise, they oppose laws that 
symbolize low social standing for their group. Richard McAdams calls this view the 
“expressive politics theory of law” (McAdams, 2015). In this chapter, we have described 
a handful of regulations that could not credibly be described as anything other than 
flags in the dirt, for instance, the “nuclear-free zones” established by municipalities 
across the country, or the handful of affirmative “Good Samaritan” laws established 
in some states, which are virtually never enforced (Rosenbaum 2011, p. 248) and entail 
tiny penalties even when they are.6

5 For instance, the Court has historically been held in high regard by the public (Caldeira and Gibson 
1992), while the credibility of Congress has historically been lower (Hibbing and Theiss-Morse 1995).

6 See Wisconsin Stat. Ann. § 940.34 (class C misdemeanor); vermont Stat. Ann. tit. 12, § 519 (up to 
a $100 fine); Ohio Rev. Code § 2921.22 (fourth-degree misdemeanor); Minnesota Stat. Ann. § 604A.01 
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Even what might look like instrumentally motivated legal regulations are often, 
perhaps even usually, either supported or opposed on the grounds of what they say 
rather than because of what they do. For instance, residents of a rural town opposed 
legal limits on using wood for heat to the extent they endorsed masculine pioneering 
ideals, despite agreeing that old-fashioned wood-burning heaters cause air pollution 
and health problems (Cupples, Guyatt, and Pearce 2007; Reeve et al. 2013). Support for 
the regulation of novel “reduced tobacco” products was predicted most strongly by 
the respondent’s general attitudes about the legitimate role of government in society, 
even when the respondent was a smoker (Kim, Stark, and Borgida 2011). Support for the 
vietnam War was better predicted by “feeling thermometers” toward the military and 
antiwar protesters than it was by having an immediate family member serving there 
(Lau, Brown, and Sears 1978). The list goes on, and new data points arrive frequently.

This is not to say, of course, that self-interest is never a factor in support for legal 
regulations. Nor is it even to say that instrumental concerns are always swamped 
by symbolic ones. Indeed, as research in the area has blossomed, we have learned 
that the relationship among instrumental concerns, symbolic concerns, and politi-
cal attitudes is quite nuanced. For example, when the actual consequences of legal 
regulations are immediate (Hunt et al. 2010) and clear (Sears and Funk 1991), conse-
quences tend to dominate symbolic concerns. There are also individual differences 
in self-interestedness, and unsurprisingly, the more self-interested a person is in gen-
eral, the more self-interest will predict her political views (Crano 1997a; Crano 1997b). 
The taste for self-interest might also be growing over time (Ratner and Miller 2001), 
which would suggest that in the future, the role of symbolic politics might diminish. 
Moreover, sometimes it’s hard to tell what is self-interest and what is “merely” sym-
bolic: is supporting a policy that favors the group with whom you strongly identity a 
function of your self-interest, or of group solidarity (Luttmer 2001)?

Indeed, as the norm of self-interest grows—or rather, if it does—then this, too, 
should be a factor that predicts the success or failure of legal interventions. We have 
already noted that in Western societies built on principles of Enlightenment liberalism, 
people bristle at attempts by the state to impose official moral orthodoxies. Some have 
argued that self-interest might actually have become not just acceptable but norma-
tive as a reason to act. One study found that even altruists were reluctant to explain 
their own behavior as motivated by wanting to do the right thing, but instead consis-
tently tried to describe it as motivated by instrumentalist concerns (Wuthnow 1991). If 
self-interest becomes the dominant grounds for why a citizen says she is endorsing or 
opposing a legal regulation, successful attempts to regulate might eventually be more 
likely to depend on whether they actually do improve a citizen’s “bottom line.”

That would be unfortunate. On the surface, in that world it would be easier to win 
support for a legal regulation if all advocates had to do was make it economically (in the 
broad sense) worthwhile to citizens. But it might be a lot more expensive to do so—not 

(petty misdemeanor). The only exception would be Rhode Island, which assigns a fine of $500–$1,000 
or up to six months in jail. R.I. Stat. §§ 11-1-5.1, 11-56-1.
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only in the sense of “buying” support (and constructing a regulation that gives the 
highest material output to the largest numbers—or the most powerful numbers), but 
also in the sense of maintaining compliance. Internalized support for or opposition to 
a policy is stickier than support grounded in self-interest—but that stickiness is just as 
often an advantage as it is a disadvantage. In the grand scheme, morally motivated citi-
zens will behave or believe as they do, almost no matter what the law tells or demands of 
them. This can be frustrating to those who wish to upset entrenched bad norms, but it 
can be a godsend to a legal regime with limited resources (both economic and political) 
to police behavior.
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CHAPTER 11

L AW ’S LOSS AV ER SION

EYAL ZAMIR

1 Introduction

According to rational choice theory—the predominant theory in economics and a 
very influential theory in legal theory—people strive to enhance their own well-being. 
Among the available options, they choose the one that would maximize their expected 
utility, determined in absolute terms. In contrast, prospect theory posits that people 
generally do not perceive outcomes as final states of wealth or welfare, but rather as 
gains and losses (Kahneman and Tversky 1979). Gains and losses are defined rela-
tive to a baseline or reference point. The value function is normally steeper for losses 
than gains, indicating loss aversion. People’s choices therefore crucially depend on the 
way they frame any choice. In particular, an individual’s reference point determines 
whether she perceives changes as gains or losses. Usually, but not invariably, people 
take the status quo as the baseline. The centrality of reference points and the notion 
that losses loom larger than gains hold true for risky and riskless choices alike (Thaler 
1980; Tversky and Kahneman 1991).

Loss aversion and related psychological phenomena, such as the endowment effect 
and the status quo bias, have had a significant impact on legal theory. This chapter 
highlights three types of contributions to legal analysis that the notion of loss aversion 
provides. First, inasmuch as the law strives to influence people’s behavior, legal policy-
makers need to understand and predict people’s decision-making in legally pertinent 
contexts. Primary examples are consumer behavior, and litigation and settlement. The 
significant body of research pointing to the role loss aversion plays in consumers’ and 
litigants’ behavior is therefore of great interest to the law.

Second, various studies have established that legal norms affect the way people 
frame the choices they face, and in particular the reference point from which changes 
are perceived as losses or gains. It follows that the law may have a substantial effect on 
human behavior without significantly curtailing people’s freedom. Two examples are 
contractual (and other) default rules, and the rules of burden of proof.
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Third, the notions of reference points and loss aversion illuminate fundamental 
characteristics of the legal system itself. These notions may explain basic features of 
entire legal fields and even the relative importance of different fields within the legal 
system. Thus, for example, these notions arguably explain why, in practically all legal 
systems, the law of tort is far more developed than the law of unjust enrichment. 
Similarly, loss aversion may possibly explain the far narrower constitutional protection 
afforded to social and economic rights, such as education and adequate housing, com-
pared to civil and political rights, such as the rights to life and free speech.

In addition to providing explanation and predictions of human behavior, and 
advancing our understanding of the legal system, each of the three interfaces between 
loss aversion and the law carries normative and policy implications as well. For 
instance, consumers’ loss aversion (an instance of the first interface between loss aver-
sion and the law) and its manipulation by suppliers may call for regulatory interven-
tion. Likewise, if legal default rules (an example of the second interface) establish a 
reference point that affects people’s perceptions and decisions, then the formulation of 
such rules may aim not only at reducing transaction costs, but possibly also at attain-
ing redistributive and paternalistic goals. Finally, inasmuch as loss aversion impinges 
on people’s preferences and well-being, it may not only explain basic features of the law 
and particular norms (the third interface), but also serve to assess their desirability as 
means for enhancing social welfare.

When considering these normative and policy implications, one should, however, 
pay heed to a fourth interface between loss aversion and the law, namely lawmakers’ 
own loss aversion. In general, while the normative implications of loss aversion are 
sometimes conservative, the recognition that the law not only mirrors people’s refer-
ence points, but also sometimes shapes them, may lead to progressive and even radical 
normative conclusions.

The chapter is structured as follows. Section 2 provides an overview of the vast psy-
chological literature on loss aversion. Section 3 then demonstrates the contribution 
made by studies of loss aversion in three contexts—consumer behavior, lawyers’ fees, 
and litigation and settlement—to legal analysis. Section 4 turns to the second interface 
of loss aversion and the law, framing by the law, focusing on two examples: default rules 
and burden of proof. Section 5 discusses in some detail the third interface: the striking 
correspondence between loss aversion and basic features of the law. It also briefly indi-
cates possible explanations for this compatibility: evolutionary theories of the law and 
the compatibility between psychology, deontological morality, and the law. Section 6 
briefly discusses some of the normative implications of loss aversion.

2 Loss Aversion: An Overview

Expected utility theory assumes that people’s assessment of different outcomes is inde-
pendent of any reference point. Actual losses are equivalent to forgone gains (Korobkin 
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and Ulen 2000). This reference-independence was challenged as early as the 1950s 
(Markowitz 1952; Alchian 1953). It was only in the late 1970s, however, that Kahneman 
and Tversky (1979) came up with a full-fledged theory of people’s decisions under risk—
the prospect theory (PT)—that constituted a powerful alternative to expected utility 
theory. Thaler (1980) used PT to explain the already documented phenomenon that 
people attach greater value to things they have, than to things they need to acquire—
which he coined the endowment effect—thus applying PT to riskless choices.

PT comprises several elements, all of which deviate from the tenets of expected util-
ity theory. Most importantly, PT posits that people ordinarily perceive outcomes as 
gains and losses, rather than as final states of wealth or welfare. Gains and losses are 
defined relative to some reference point. The value function is normally concave for 
gains (implying risk aversion) and convex for losses (reflecting risk seeking). According 
to PT, not only the attitude to risk-taking differs in the domains of gains and losses, but 
the value function is also generally steeper for losses than for gains. This means that the 
disutility generated by a loss is greater than the utility produced by a similar gain. Since 
losses loom larger than gains, people are generally loss averse. The subjective value (sv) 
function proposed by PT thus has the following form:

Under PT, λ (the coefficient of loss aversion) greater than 1 captures loss aversion, 
and parameters α and β (assuming α > 0, β < 1) capture the diminishing sensitivity 
to increases in the absolute payoffs. This modeling allows for the nonlinearity of the 
value function around the reference point. Tversky and Kahneman (1992) estimated 
that monetary losses loom larger than gains by a factor of 2.25. In a meta-analysis of 45 
studies of the related phenomenon of endowment effect (see  chapter 12 by Korobkin in 
this volume), Horowitz and McConnell (2002) found that the median ratio between 
people’s willingness to pay (WTP) for a good they don’t yet have, and their willing-
ness to accept (WTA) to part with a similar good is 1:2.6 (mean 1:7.17). In a subsequent 
meta-analysis of 164 experiments, Sayman and Öncüler (2005) found that the median 
ratio between WTP and WTA is 1:2.9 (with very substantial variation).

Ordinarily, people take the status quo as the reference point, and view changes from 
this point as either gains or losses (Tversky and Kahneman 1991, pp. 1046–47), but this 
assumption is primarily appropriate for contexts in which people expect to maintain 
the status quo. When expectations differ from the status quo, taking people’s expecta-
tions as the pertinent reference point may yield better explanations and predictions of 
people’s behavior (Köszegi and Rabin 2006, 2007; Abeler et al. 2011). People’s percep-
tion of the reference point is also influenced by the status of other people. For instance, 
when an employee receives a smaller salary raise than everyone else in a workplace, 
she may view this raise—though improving her position in absolute terms—as a 
loss (Kahneman and Tversky 1984; see also Loewenstein, Thompson and Bazerman 
1989). Finally, one’s reference point may change in dynamic situations. Most research 

sv(x) = { xa if x ≥ 0
– λ(–x)β if x < 0
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suggests that people quickly adapt their reference point following the making of gains 
(compared to their initial position), but that they are less inclined to adjust the refer-
ence point following the incurring of losses (Arkes et al. 2008).1

Loss aversion has been found in many real-world contexts and in field experiments. 
For example, stock rates are more volatile and riskier than treasury bills and other 
bonds. Yet the gap between long-term returns on stocks and on bonds is so great as 
to render untenable an explanation of the demand for bonds on the basis of standard 
notions of risk aversion (Mehra and Prescott 1985). This so-called equity premium puz-
zle is however perfectly compatible with PT’s notion of loss aversion, assuming inves-
tors evaluate their portfolios annually. To avoid even a small risk of loss, people are 
willing to forego considerable expected gains (Benartzi and Thaler 1995). Other empiri-
cally studied patterns of behavior that may best be explained through the notion of 
loss aversion are taxi drivers’ decisions regarding the number of hours they work each 
day (Camerer et al. 1997), and plaintiffs’ preference for contingent fee arrangements 
(Zamir and Ritov 2010). Numerous other examples are readily available (Camerer 
2000; dellavigna 2009; dittmann, Maug, and Spalt 2010). As for field experiments, a 
notable study was conducted by Fryer and his colleagues (2012), who tested the effect 
of financial incentives for teachers, based on students’ achievements. While teachers 
in the gain group were promised a considerable monetary award for sufficient increase 
in their students’ performance, teachers in the loss group were paid the same award in 
advance and asked to give back the money if their students did not improve sufficiently. 
Reframing failure to attain the desirable increase in students’ performance as a loss, 
rather than as an unobtained gain, resulted in stark differences in the incentives’ effec-
tiveness. While no significant improvement was found in the gain group, the increase 
in the math test scores in the loss group was equivalent to increasing teacher quality by 
more than one standard deviation.

Loss aversion has an emotional aspect. Many studies have suggested that negative 
experiences have a greater impact on individuals than positive ones (Baumeister et al. 
2001; Rozin and Royzman 2001). Gains and losses are closely connected to emotions 
of pleasure and pain (Kahneman and Tversky 1979, p. 279). The relationships between 
loss aversions and emotions are, however, less straightforward than one could assume. 
For one thing, in the context of choices among risky alternatives, it has been demon-
strated that while ex ante, people anticipate that losses will result in a greater adverse 
hedonic impact than the positive impact of gains of equal magnitude, ex post people 
rationalize their losses and do not experience as great an adverse effect as predicted. 
It is therefore argued that, at least sometimes, the tendency to stick to the status quo 
results from affective forecasts rather than from affective experience (Kermer et al. 
2006; Gilbert et al. 2004). Further doubts concerning the relationships between choices 
and emotions have been raised by experimental studies that found that predicted and 

1 For an alternative theory of loss aversion, focusing on the different attention people attribute to 
losses and gains, see Birnbaum (2008).
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experienced emotional reactions to losses were not greater in magnitude than reac-
tions to gains (Mellers et al. 1997; Mellers and Ritov 2010). However, these discrepan-
cies plausibly resulted from the method used to elicit people’s reactions (McGraw et al. 
2010).

The notions of reference points and loss aversion have been used to explain such phe-
nomena as the status quo and omission biases, the endowment effect, and sunk costs. 
Other things being equal, people tend to stick to the state of affairs they perceive as 
the status quo, rather than opting for an alternative one (Samuelson and Zeckhouser 
1988; Kahneman, Knetsch, and Thaler 1991, pp. 197–99). Ordinarily, changing the status 
quo requires an act, while keeping the status quo involves mere omission. Hence, the 
tendency to keep the status quo, and the tendency to prefer omission to commission 
(sometimes called the default effect), are confounded. However, these biases also exist 
separately and their effects are additive (Schweitzer 1994). When the two biases pull in 
opposite directions, as when inaction is expected to result in a change, while an action 
is necessary to maintain the status quo, there is evidence that subjects prefer inaction 
(Ritov and Baron 1992).

The status quo / omission bias was experimentally demonstrated in hypothetical 
choice tasks (Samuelson and Zeckhouser 1988, pp. 12–21; Kahneman and Tversky 1984, 
p. 348), and found in surveys of the general population (Boonen, donkers, and Schut 
2011). Several natural experiments have also provided strong empirical support for 
this bias. Thus, Madrian and Shea (2001) studied the rate of employee participation 
in a retirement savings plan in a large US corporation before and after a change in the 
default. Before the change, employees were required to affirmatively elect participa-
tion. After the change, new employees were automatically enrolled in the plan unless 
they opted out of it. Changing the default resulted in a dramatic increase in retirement 
plan participation. Comparable data exist regarding postmortem organ donations. In 
some countries within the European Union, people are organ donors unless they reg-
ister not to be, whereas in others they are not donors unless registered. The donation 
rate in most presumed-consent countries is close to 100%, while in the explicit-consent 
countries it varies from 4% to 27% (Johnson and Goldstein 2003).

While there are several explanations for the tendency to stick with the status quo (see, 
e.g., Samuelson and Zeckhauser 1988; Gal 2006; McKenzie, Liersch, and Finkelstein 
2006), the primary explanation remains loss aversion (Kahneman, Knetsch, and 
Thaler 1991, pp. 197–99; Baron and Ritov 1994, pp. 479–80; Moshinsky and Bar-Hillel 
2010; Eidelman and Crandall 2012). When departing from the status quo involves both 
advantages and disadvantages, people are inclined to avoid such a departure because 
the disadvantages likely loom larger than the advantages. For the same reason, when 
there is uncertainty whether departing from the status quo would result in gains or 
losses, people are inclined to avoid such a departure.

This explanation is closely connected to regret—the expectation that if deviation 
from the status quo were to result in a worse outcome than sticking with it, people 
would experience greater regret than if they had decided to stick with the status quo, 
and later learned that the alternative outcome would have been better (Kahneman and 
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Miller 1986, p. 145; Bar-Hillel and Neter 1996; Anderson 2003). It is also connected to 
the perception that people have a greater moral responsibility for harmful outcomes 
they actively brought about, than those they brought about passively (Sugarman 1986; 
Ritov and Baron 1990; deScioli, Christner, and Kurzban 2011).

Another phenomenon associated with loss aversion is the endowment effect (some-
times called the WTA-WTP disparity). Individuals tend to place higher value on 
objects and entitlements they already have, compared to objects and entitlements they 
do not (Thaler 1980; Knetsch and Sinden 1984; Kahneman, Knetsch, and Thaler 1990). 
As a result, people are often reluctant to trade an item given to them for an alternative 
one—whatever the given item is (Knetsch 1989, 1992). The endowment effect is thor-
oughly discussed in  chapter 12 by Korobkin in this volume.

The last phenomenon associated with loss aversion to be mentioned here is that of 
sunk costs and escalation of commitment. Expected utility theory posits that in choos-
ing between different courses of action, only future costs and benefits should be taken 
into account. Unrecoverable, incurred costs that would not affect future costs or benefits 
should not affect decisions, as the past cannot be changed (Samuelson and Nordhaus 
2010, p.  183). For instance, a ticket holder should decide whether to go to a concert 
according to the expected net benefit of doing so, regardless of how much she paid for the 
ticket, if at all. However, numerous laboratory and field experiments, as well as empirical 
studies, have established that people frequently do not disregard sunk costs. The greater 
the resources, time, or efforts that have already been invested in an endeavor, the more 
people tend to continue it (Arkes and Bloomer 1985; Staw and Ross 1989; McCarthy, 
Schoorman, and Cooper 1993). various determinants—economic, organizational, 
social, and psychological—influence the escalation of commitment (Staw and Ross 1989; 
Ku 2008, pp. 222–23). Perseverance is often rational despite initial difficulties (Heath 
1995); and even if it is not in the best interest of the organization, it may well be in the best 
interest of the decision-maker (Staw and Ross 1989, p. 216). Along with self-justification 
(Staw 1976; Brockner 1992; Ku 2008, p. 222), a primary psychological explanation for 
escalation of commitment is people’s aversion to sure losses. To avoid sure losses, peo-
ple tend to keep investing in failing projects even if the prospects of turning them into 
successful or break-even ones are slim (Thaler and Johnson 1990). In accordance with 
PT, sure losses are overvalued (the certainty effect), and people are risk-seeking in the 
domain of losses (Thaler 1980, pp. 48–49; Arkes and Bloomer 1985, pp 130–32).

Loss aversion is not necessarily eliminated by experience (e.g., Haigh and List 2005; 
Bokhari and Geltner 2011), nor when decisions are made by groups rather than indi-
viduals. In fact, groups may display greater endowment effect and status quo bias than 
individuals (Blumenthal 2012; Galin 2013).

Some studies have challenged the generality of the notions of reference-dependence 
and loss aversion. Evidently, different people display varying degrees of loss aversion 
under different circumstances. Moreover, loss aversion seems to be neutralized or even 
reversed for very small amounts of money (Harinck et al. 2007), and under certain 
experimental settings (Ert and Erev 2008). Some scholars doubt that loss aversion is 
the appropriate explanation for the WTA-WTP disparity (Plott and Zeiler 2005, 2007; 
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Gal 2006). The overall picture emerging from hundreds of theoretical, experimental, 
and empirical studies is clear, however. People’s preferences, choices, and judgments do 
generally display strong loss aversion, and this phenomenon has various implications 
for law and legal theory.

3 Understanding Human Behavior in 
Legal Contexts

Many contexts in which people’s loss aversion has been studied are legally regulated, 
and inasmuch as the law strives to affect people’s behavior, it should take this phenom-
enon into account. This section uses three examples to demonstrate this claim: con-
sumer behavior, legal fees, and litigants’ behavior.

3.1 Consumer Behavior

Consumers’ heuristics and biases may be exploited by suppliers. They are therefore of 
interest to legal policymakers who consider whether and how to react to such exploita-
tion (see generally  chapter 18 by Bar-Gill in this volume). Specifically, loss aversion and 
related phenomena may affect consumer behavior in various ways. Such an effect is 
expected, for instance, when prices are presented as involving discounts rather than 
surcharges. While economically equivalent, giving a cash discount may seem more 
attractive than adding a surcharge for credit, as the former frames credit as entailing 
a forgone gain, rather than a loss (Thaler 1980, p. 45; Hogarth 1987, p. 104; Smith and 
Nagle 1995, pp. 99–101). The same is true of the framing of lunch versus dinner prices 
and “happy hour” prices.

To trigger consumers’ loss aversion and expected regret, suppliers often create the 
impression that if a certain good is not purchased soon, it will no longer be available or 
will not be available on equally favorable terms (Cialdini 2009, pp. 198–226 [market-
ing strategies]; see also Langevoort 1996, pp. 652–53 [investment broker techniques]). 
Similar effects of limited availability on purchasing behavior have been studied in the 
contexts of coupon expiration dates (Inman and McAlister 1994), and in-store hoard-
ing (Byun and Sterquist 2012).

Another marketing technique that takes advantage of consumers’ loss aversion is 
a liberal return policy. Having the right to return a product and get a refund makes 
the buying decision easier, since it seemingly eliminates any potential loss or regret. 
Should the buyer change her mind, she would be able to undo the transaction. A liberal 
return policy may even be seen as rendering current decision-making unnecessary, 
postponing it to the point in time at which the customer will decide whether to keep 
the product or return it. However, as Loewenstein and Adler (1995) have demonstrated, 
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people without an object underestimate how much they will value it once they get it. As 
a result of the endowment effect, buyers who own and possess the sales object value it 
higher; and due to the omission bias, they tend not to return it even if they are not fully 
satisfied with it (Hanson and Kysar 1999, pp. 733–34; Becher and Zarsky 2011). These 
observations may in turn raise doubts about the desirability of mandatory cooling-off 
periods.

A fourth role loss aversion plays in consumer transactions pertains to the docu-
mented phenomenon that consumers hardly ever read standard-form contracts 
(Bakos, Marotta-Wurgler, and Trossen 2009). As Becher (2007) pointed out, this real-
ity is plausibly connected to the fact that suppliers usually present their standard-form 
contracts only at the end of the shopping process. By that stage, the consumer has 
already spent considerable time and effort in the process. According to rational choice 
theory, the consumer should disregard these sunk costs and decide whether to com-
plete the transaction based on all pertinent factors, including the contract terms. 
However, loss-averse consumers would hate to see the time and effort they already 
expended as wasted, and might therefore avoid reading the contract lest they would 
find it unacceptable. Other heuristics and biases reinforce this tendency.

The final example mentioned here is that of contractual terms in continuous trans-
actions that authorize suppliers to unilaterally change the transaction terms, such as 
updating periodic payments. Putting aside the question of why consumers acquiesce to 
such authorizations in the first place, one wonders why, following a detrimental change 
of the contract terms by the supplier, consumers who are free to terminate the contract 
and switch to another supplier do not often do so. Sometimes the answer is that the 
costs of terminating and switching are higher than their benefits. Sometimes, however, 
the direct costs are rather low, and it is quite clear that ex ante the consumer wouldn’t 
have made the contract under the new terms. Plausibly, a central reason why consum-
ers fail to switch to another supplier under such circumstances is their status quo and 
omission biases (see also Becher 2007, pp. 138–40).

Inasmuch as consumers’ loss aversion, endowment effect, escalation of commit-
ment, and the status quo and omission biases adversely affect the efficiency and fairness 
of consumer transactions, such inefficiency and unfairness may warrant regulation. Of 
course, the very existence of these heuristics and biases neither justifies any regulation 
nor determines its scope and content. Yet legal policymakers would be advised to con-
sider these phenomena, rather than unrealistically assume that suppliers and consum-
ers are all rational maximizers.

3.2 Lawyers’ Contingent Fees

In the United States and elsewhere, contingent fee (CF) arrangements are the stan-
dard method of financing civil litigation in several types of suits, including personal 
injuries. Under such arrangements, the attorney’s fee is contingent on the success of 
the claim, calculated as a certain percentage of the amount recovered, and paid upon 
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recovery. CF arrangements provide clients with credit (since the fee is paid only upon 
recovery) and assure them that they will not have to pay any fee should the claim fail. 
They enable plaintiffs of limited financial means to secure otherwise unaffordable legal 
services. The CF induces attorneys not to take cases whose expected value is too small, 
thus saving their clients and the courts the costs involved in pursuing such claims. It 
also incentivizes the attorney to win the case or obtain a favorable settlement.

The conventional flat CF rate in the United States is 33% of the recovery. The avail-
able data indicates that the effective hourly rate under CF arrangements is higher than 
under noncontingent (e.g., hourly) fees, and that this difference cannot be entirely 
attributed to the “insurance” and credit elements of contingent fees. For example, 
Kritzer (2002, pp. 761–68) found the mean effective hourly fee resulting from CFs to be 
almost twice as large as the ordinary hourly fee.

despite their advantages, CF arrangements are hotly debated. Critics argue that the 
conventional rate often results in attorneys getting large fees for little work. Current CF 
rates, so it is charged, reflect various market failures, including plaintiffs’ inability to 
assess the value and prospects of their case and the scope of work involved in handling 
it, lawyers’ uniform pricing practices, and clients’ prohibitive search costs (Brickman 
2003).

The market-failure explanations for the relatively high effective hourly fees result-
ing from CFs are not wholly persuasive, however. It is difficult to see how hundreds 
of thousands of lawyers in the United States manage to coordinate and enforce 
supra-competitive CF rates without any formal prohibitions on deviations from the 
conventional rates. An alternative economic explanation rests on the incentive role of 
CFs. The higher the lawyer’s share of the recovery, the more her interests converge with 
the client’s. To maximize their expected net recovery, clients should therefore agree to 
a CF rate that is higher than the one reflecting the competitive zero-profit rate, thus 
creating economic rents for attorneys (Santore and viard 2001). This explanation, how-
ever, downplays lawyers’ unselfish motivations, the importance of reputation, and cli-
ents’ ability to know whether the attorney is spending the appropriate time and effort 
on their case (Kritzer 1990, pp. 108–11). This leads to an additional explanation for the 
seemingly excessive CF rates: plaintiffs’ loss aversion.

Since the outcomes of the lawyer’s work are uncertain, plaintiffs’ choice between 
contingent and noncontingent fees is likely conceived as a choice between two gam-
bles. Noncontingent—hourly or global, fixed—fees expose the plaintiff to the risk of 
losing her case and still having to pay the attorney’s fee. It is therefore a mixed gamble 
in which the plaintiff may either win some gain or bear a loss. In contrast, CF is per-
ceived as a pure positive gamble, in which the plaintiff may either gain or break even. 
Loss-averse people strongly prefer pure positive gambles over mixed ones, as the for-
mer do not involve the possibility of losing.

This claim assumes that plaintiffs take their position prior to hiring the lawyer as 
the pertinent reference point. While this is not self-evident, there are good reasons 
to believe that this is ordinarily the case (Rachlinski 1996, pp. 128–30; Babcock et al. 
1995; Guthrie 2000, p. 182; Guthrie 2003). People internalize losses and gains and adapt 



LAW’S LOSS AvERSION   277

their reference points (Kahneman, Knetsch, and Thaler 1991; Tversky and Kahneman 
1991, pp. 1041–42; Frederick and Lowenstein 1999). Thus, the time lapse between the 
point of injury or loss, and the point at which a plaintiff hires an attorney, is likely to 
make her view the current, post-injury/loss position as the status quo. This is not to say 
that plaintiffs never frame the choice of fee arrangement as belonging to the domain 
of losses, and such framing has indeed been manipulated experimentally (Korobkin 
and Guthrie 1997, pp. 95–99; Zamir and Ritov 2010, pp. 262–64). It seems, however, that 
these cases are rare.

Ilana Ritov and I provided experimental support for the hypothesis that plaintiffs’ 
strong preference for CF arrangements results from their loss aversion (Zamir and 
Ritov 2010). We presented participants with hypothetical cases, and asked them to 
indicate which payment arrangement they would prefer, a CF or a fixed fee (FF). We 
used numerous scenarios, varying in the type of injury or loss, the expected award, the 
probability of winning, and the CF rate. Responders were both laypeople and experi-
enced tort lawyers who regularly charge their clients on a CF basis (the latter were asked 
to state how they would act as a client seeking legal services, assuming they would not 
handle the case by themselves).

We found out that when the expected contingent fee (ECF)—the claimed sum multi-
plied by the probability of winning multiplied by the CF rate—was twice as much as the 
FF, 57% of the responders nevertheless preferred the CF. Even when the FF:ECF ratio 
was approximately 1:3.3, 43% of the subjects preferred the CF. This main effect obtained 
for laypeople and tort lawyers, and across a broad range of fees. Loss aversion—rather 
than risk aversion—explains why presumably richer lawyers displayed the same pref-
erences as poorer students, and why the preference for CF was manifest both when the 
expected fees were quite high and very low. The preference for CF was not eliminated 
when the incentive effects of the different fee arrangements were neutralized (Zamir 
and Ritov 2010, pp. 264–67).

Our findings do not refute the claim that the prevalence of CFs and their high rates 
are due to clients’ information problems; yet they considerably weaken this claim for 
two reasons. First, in all the experiments, subjects were provided with all necessary 
information and were nevertheless willing to pay much higher expected fees under 
the CF arrangement than under the noncontingent arrangement. Second, the choices 
made by experienced tort lawyers who are very knowledgeable about CFs were practi-
cally identical to those of laypeople.

These findings imply that CF arrangements provide loss-averse plaintiffs with a sig-
nificant advantage. The findings cast doubt on the idea that imposing disclosure duties 
on lawyers would make a substantial difference in market behavior. The same holds 
true for requiring lawyers to offer their prospective clients a choice between different 
fee arrangements. despite the explicit availability of such alternative options in our 
experiments, respondents manifested a strong preference for CFs. The fact that the 
preference for CF also characterizes people who face no cash constraints is a relevant 
factor in considering the distributive effects of CF and its regulation. Interestingly, 
while consumers’ loss aversion and related phenomena may call for regulation in 
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consumer markets, in the context of CF clients’ loss aversion arguably weighs against 
regulation.

3.3 Litigation and Settlement

Ever since the 1970s, a vast number of economic studies have analyzed litigation behav-
ior based on the assumption that litigants are rational maximizers, who decide whether 
to file suit, litigate, or settle according to the expected gross return from litigation and 
its expected costs (for a review, see Spier 2007). More recently, behavioral studies have 
shed new light on this sphere (see generally  chapter 24 by Robbennolt in this volume). 
One line of investigation has highlighted the obstacles for settlement even when settle-
ment would be mutually beneficial (Korobkin and Guthrie 1994; Babcock et al. 1995; 
Rachlinski 1996; Guthrie, Rachlinski, and Wistrich 2001). These studies have shown 
how people’s (primarily defendants’) inclination to take risks in order to avoid sure 
losses may hinder mutually beneficial settlements. However, the combination of regret 
and loss aversion provides a more direct and more powerful explanation for the fact 
that the great majority of cases do settle.

People experience an unpleasant feeling of regret when, following a decision they 
make, they realize that they could have obtained a better outcome had they made a dif-
ferent decision. Anticipation of possible ex post regret affects people decisions ex ante 
(Bell 1982; Loomes and Sugden 1982; Larrick and Boles 1995). Other things being equal, 
people prefer an option that will not expose them to an ex post feeling of regret, or will 
expose them to such a feeling to a lesser extent.

In and of themselves, neither the regret theories proposed by Bell (1982) and by 
Loomes and Sugden (1982), nor the more recent decision affect theory proposed by 
Barbara Mellers and her coauthors (Mellers et al. 1997; Mellers, Schwartz, and Ritov 
1999), hinge on the decision-maker’s loss aversion. However, loss aversion intensi-
fies the effect of anticipated regret. Whenever the forgone option may turn out better 
or worse than the chosen one, the chooser may anticipate either ex post regret, or ex 
post rejoicing. Loss aversion implies that the potential regret would loom larger than 
the potential rejoicing (Larrick and Boles 1995, p. 89). Anticipated rejoicing is thus 
unlikely to offset anticipated regret (Larrick and Boles 1995, p. 89; Mellers, Schwartz, 
and Ritov 1999).

Facing a choice between two (or more) options, the anticipation of regret primar-
ily depends on what the decision-maker expects to know ex post. She may know the 
outcomes of neither the chosen option nor the unchosen one (no knowledge), the out-
come of both options (full knowledge), or the outcome of the chosen option only (par-
tial knowledge) (Ritov and Baron 1995). Under the circumstances of full knowledge, 
the outcome of the forgone option is a salient reference point; and if it turns out to be 
better than the outcome of the chosen option, one is likely to feel regret. Regret is not 
inconceivable with partial knowledge, as the decision-maker may imagine what the 

 



LAW’S LOSS AvERSION   279

outcomes of the unchosen alternative might have been; yet it is clearly less likely in that 
case (Mellers, Schwartz, and Ritov 1999).

The options of litigation and settlement are asymmetric in terms of the  
decision- maker’s expected knowledge. The litigant either accepts a settlement offer, 
a certain result, or goes to trial—whose results will never be known if the parties  
settle the case. Ceteris paribus, under such circumstances a loss- and regret-averse 
person will likely find settlement considerably more attractive than litigation, since 
not knowing the outcome of litigation shields one from the anticipated regret. Regret- 
and loss-aversion thus explain why so many litigants (plaintiffs and defendants alike) 
prefer to settle their cases despite the prevalence of asymmetric information, strate-
gic considerations, and a host of psychological barriers to settlement (Guthrie 1999). 
Guthrie (1999) provided some experimental and anecdotal support for this claim, as 
well as advice to lawyers whose clients or adversaries are regret- and loss-averse.

4 Framing by the Law

Whereas the previous section argued that people’s loss aversion is a factor policymakers 
should take into account in designing legal norms (loss aversion as an input, if you like), 
the present section discusses cases in which the law affects human behavior by creating 
and using loss aversion (loss aversion as an output). Two examples for this interface of 
law and loss aversion are mentioned: default rules and the burden of proof in litigation.

4.1 Default Rules

According to standard economic analysis, default rules primarily serve to save on 
transaction costs. Thus, if most parties to a certain type of contract ordinarily prefer a 
certain arrangement, the law may save them the cost of negotiating and incorporating 
such an arrangement into their contract by laying down that arrangement as a default 
rule. default rules constitute a large part of contract law, inheritance law (determin-
ing how the estate will be divided in the absence of a will), family law (determining the 
spouses’ rights in the absence of a prenuptial agreement), and health law (determining 
whether people will be postmortem organ donors in the absence of explicit consent or 
refusal to be ones). Standard economic explanations for why people are reluctant to 
deviate from the status quo, even when such deviation might be beneficial, focus on fac-
tors like transaction costs, the concern that courts would err in interpreting idiosyn-
cratic terms (Goetz and Scott 1985), and the undesirable signaling liable to result from 
initiation of such deviation (Ben-Shahar and Pottow 2006). However, as discussed in 
greater detail in  chapter 12 by Korobkin in this volume, the status quo bias seems to 
play a central role in this context as well. Legal norms set the pertinent baseline for 
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people who are subject to those norms, thereby affecting the behavior of loss-averse 
people (Abadie and Gay 2006; Rachlinski and Jourden 1998; Korobkin 1998).

4.2 Burden of Persuasion in Civil Litigation

The burden of persuasion in civil litigation determines which party prevails when 
all the evidence has been introduced and the trier of fact is left in doubt. In such a 
case the fact-finder should decide against the party who bears the burden of persua-
sion. The basic rule in civil litigation in the Anglo-American tradition is “preponder-
ance of the evidence” or “balance of probabilities,” conventionally meaning that the 
plaintiff has to persuade the fact-finder that the existence of the facts giving rise to 
her alleged legal right are more probable than their nonexistence (e.g., McCormick 
2006, p. 484). In some specific contexts, such as allegations of fraud, US law sets a 
higher standard of persuasion: “clear and convincing evidence” (McCormick 2006, 
pp. 487–90). In addition, various legal presumptions, resting on a range of substan-
tive and procedural considerations, place the burden of persuasion regarding par-
ticular issues on the defendant or set specific standards of persuasion for particular 
facts (McCormick 2006, pp. 495–522).

According to common wisdom, the only function that burden of persuasion plays 
in civil cases is to resolve ties (Friedman 1997, p. 1970; Stein 1998, p. 319; Johnson 1999, 
pp. 438–39, 444–46). If this were true, the burden of persuasion would only be signifi-
cant in cases of insufficient evidence, where the incomplete evidentiary basis (or the 
total lack of evidence) would thwart any factual determination. Whenever the parties 
present a sufficient amount of evidence, burden of persuasion would play a role “only 
when the evidence is in perfect equipoise, in other words (since perfect equipoise is chi-
merical), virtually never” (Johnson 1999, p. 438).

Why, then, does the burden of persuasion attract the great doctrinal and theoreti-
cal interest that it does, and why do legislators and courts devote considerable time 
and energy to promulgating various rules placing and shifting it from one party to 
another? One answer is that the burden of persuasion is often associated with the 
burden of producing evidence, and the latter does significantly affect outcomes 
whenever neither party has access to good evidence (Allen 1994, pp. 639–40). A more 
direct and at least equally important answer is that evidentiary presumptions and 
the burden of persuasion are not mere tiebreakers. Rather, they serve as reference 
points.

There is no reason to assume that the psychology of judges and other fact-finders is 
fundamentally different than that of other people (Prentice and Koehler 2003, pp. 638–
39; Guthrie and George 2005, pp. 374–85), and some studies have indeed demonstrated 
that it is not (Guthrie, Rachlinski, and Wistrich 2001; see generally chapter 26 by 
Teichman and Zamir in this volume). It thus stands to reason that legal norms impact 
judicial decisions not only through their direct and explicit content, but also through 
their more subtle effect on the way judges and juries frame the pertinent issues.
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The rules regarding burden of persuasion affect fact-finding even when there is suf-
ficient evidence by establishing a benchmark or a reference point. As Karl Llewellyn 
(1937, p. 385 n. 114)  insightfully observed more than seventy-five years ago, “burden 
of proof is more than burden of proof; it also indicates base-lines for judging proof, 
when offered.” Unless the burden is discharged, the legal default assumption is that the 
alleged fact does not exist. The party bearing the burden of persuasion thus has to over-
come the omission bias and the default effect created by the rule.

This understanding of the burden of persuasion is compatible with experimental 
findings concerning the actual meaning of the preponderance-of-the-evidence rule. In 
a series of experiments, Ilana Ritov and I presented legally trained subjects with vari-
ous descriptions of legal disputes and the evidence produced by the parties. Half of the 
subjects were asked to rate the persuasiveness of the plaintiff’s version on a scale of 0 
to 100, where 0 indicates that there is no doubt that the plaintiff’s version is incorrect 
and 100 indicates that there is no doubt that it is correct (the scale question). The other 
half were asked to indicate whether they would accept the claim or reject it (the deci-
sion question). We found that the percentage of responders in the decision version who 
accepted the claim was considerably smaller than the percentage of respondents in the 
scale version who rated the persuasiveness of the plaintiff’s version as above 50. We also 
computed the cutoff point on the scale, above which the percentage of responders in 
the scale condition corresponded to the percentage of responders accepting the claim 
in the decision condition (for example, if 31% of the responders in the decision question 
accepted the claim, we calculated the minimal rating of the top 31% of the responders in 
the scale question). The cutoff point hovered around 70 (Zamir and Ritov 2012, pp. 176, 
177, 180, 186–87). Our experiments lent support to the conjecture that the gap between 
the formal meaning and the actual impact of the preponderance-of-the-evidence rule 
is due to fact-finders’ omission bias (Zamir and Ritov 2012, pp. 180–82, 192–93).

As legal default rules and the burden of persuasion demonstrate, people’s loss aver-
sion is not only an aspect of human decision-making the law should take into account; 
it is also a phenomenon the law can use to attain various results. This possibility carries 
normative implications that are discussed in section 6. Before turning to this discus-
sion, however, the following section discusses the intriguing compatibility between 
loss aversion and basic features of the legal system itself.

5 Loss Aversion and Basic Features of 
the Law

drawing on Zamir (2012), this section argues that the law not only takes people’s loss 
aversion into account and affects people’s behavior by framing their choices (as argued 
in sections 3 and 4, respectively); the law itself is also compatible with the notion of loss 
aversion. The section also discusses possible explanations for this compatibility.
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5.1 Compatibility between Loss Aversion and the Law

This subsection uses two examples—the dissimilar role that tort law and the law of 
unjust enrichment play in all legal systems and the greater protection afforded to civil 
and political human rights compared to social and economic human rights—to dem-
onstrate the compatibility between loss aversion and the law. Additional illustrations 
will be briefly mentioned.

5.1.1 Private Law: Tort versus Unjust Enrichment
A common feature of practically all legal systems is the manifest gap between the cen-
trality of the law of tort and the relative marginality of the law of restitution and unjust 
enrichment (Gordon 1992, p. 450; Epstein 1994, pp. 1369–71). Interactions in which one 
person suffers injury or loss due to another person’s conduct give rise to legal entitle-
ments and remedies far more frequently than interactions in which one person receives 
a considerable benefit thanks to another person’s conduct (Levmore 1985). Relatedly, 
when the same interaction results in both injury to one side and benefit to the other, the 
injured party’s remedial rights are usually based on her losses, rather than on the other 
party’s gains (Grosskopf 2001, pp. 1994–95).

However positive and negative externalities are defined, from an economic perspec-
tive the actor should internalize both types of externalities to induce efficient behavior. 
Yet the law of tort requires injurers to pay for their negative externalities much more often 
than the law of unjust enrichment entitles benefactors to regain the benefits they con-
fer upon others. various explanations have been offered for this puzzle. The economic 
explanations have focused on such factors as the alleged differences between involun-
tary injuries and benefits in terms of the feasibility of bargaining between the parties 
(Levmore 1985, pp. 79–82), and the expected result of affording veto power to people who 
are affected by the relevant (injurious or beneficial) activity (Porat 2009). Other explana-
tions refer to the valuation difficulties courts would face were a broad right for the resti-
tution of benefits recognized (Levmore 1985, pp. 69–72; Gordon 1992, pp. 456–57).

Without necessarily rejecting these explanations, loss aversion seems to provide a 
particularly strong explanation for the current puzzle. If losses loom larger than gains, 
and if the parties’ positions prior to the infliction of the loss or the bestowing of the ben-
efit are the natural reference point, then a person who suffered a loss is much more likely 
to seek redress from the injurer than a person whose behavior yielded an unrequested 
benefit for some beneficiary. While the former redress is likely viewed as a remedy for 
a loss, the latter is more likely viewed as trying to obtain a gain. From the viewpoint of 
a disinterested arbiter, such as a judge or a legislator, compensating the injured person 
for her strongly felt loss is seen as much more pressing than entitling the provider of the 
nonbargained benefit to recover for the less-strongly-felt unattained benefit.

5.1.2 Human Rights: Civil and Political versus Social and Economic
Human rights are fundamental rights to which all human beings are entitled qua 
human beings (donnelly 2003, pp. 7–21). Within this broad category, a basic distinction 

 

 

 

 



LAW’S LOSS AvERSION   283

is drawn between civil and political rights (CPRs), and social and economic rights 
(SERs). CPRs include rights and liberties such as the rights to life, bodily integrity, free-
dom of speech and religion, and the right to participate in the political process. SERs 
include the right to an adequate standard of living, including adequate nutrition, cloth-
ing, and housing. They also include the rights to medical services and education, the 
right to work, and the right to property.

In many jurisdictions the scope of constitutional protection afforded to SERs is far 
narrower than the constitutional protection of CPRs, if it exists at all (Sunstein 2005; 
Gardbaum 2008, pp. 446–53; Gavison 2003). various explanations have been offered 
for the distinction. It is most commonly associated with the distinction between nega-
tive and positive rights. CPRs are perceived as merely requiring the state to refrain from 
certain acts, whereas SERs are considered as entailing positive duties and substantial 
public expenditure (Cranston 1973; Cross 2001). deontological morality prioritizes the 
prohibition on actively/intentionally harming other people over the duty to promote 
human welfare (cf. Zamir and Medina 2010, pp. 41–48, 57–78). Contrary to this argu-
ment, however, protecting CPRs often requires positive steps and considerable costs 
(Holmes and Sunstein 1999; Gavison 2003, pp. 33–35; Gardbaum 2008, pp. 444–46, 453–
61). For example, to guarantee the freedom of assembly, the police may have to allocate 
large resources to protecting demonstrators from being attacked by their opponents.

Institutionally, effective protection of human rights usually entails judicial review of 
legislation and administrative actions. Courts arguably possess the professional com-
petence and enjoy the legitimacy necessary to identify and prevent CPR violations, but 
they lack the macroeconomic data, skills, and legitimacy needed to define the scope of 
SERs and enforce them (Cross 2001). In response, it is argued that judicial enforceabil-
ity is not a precondition for the recognition of human rights, and that delineating the 
scope of human rights inescapably entails value judgments and impinges on the alloca-
tion of public resources, whether it pertains to CPRs or to SERs (Gavison 2003).

A powerful alternative or complementary explanation for the lesser protection of 
SERs—though not necessarily a justification—rests on the gains/losses distinction. 
Both when the state refrains from silencing people or taking their land, and when it 
takes positive measures to protect free speech against suppression by other people or 
to protect private property from intruders, it prevents a loss or harm to the speaker or 
landowner. At the same time, freedom of speech does not necessarily require the gov-
ernment to provide therapy for people with speech impediments or to facilitate access 
to communications media. In the sphere of SER, the provision of housing or health 
services is far more likely to be perceived as giving people something they do not have, 
and thus as belonging to the domain of gains.

This conjecture is compatible with cases in which legal systems that do not generally 
protect social rights nevertheless impose positive duties on the government. Thus, in 
Goldberg v. Kelly (397 U.S. 254 (1970)) the Supreme Court of the United States held that 
due process forbids the termination of welfare benefits without fair hearing. In a simi-
lar vein, the notion of reference point may also help explaining why it is that—while the 
Constitution does not mandate the provision of economic benefits—once such benefits 
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are provided to some segments of society, they must be provided without discrimina-
tion to similarly situated people (Currie 1986, pp. 881–82). The fact that certain benefits 
are granted to some people may change the reference point of similarly situated people, 
such that those who do not receive them experience this as a loss.

5.1.3 Additional Examples
The compatibility of law and loss aversion manifests itself in a host of additional 
spheres, of which I will mention but a few. One such sphere is remedies for breach 
of contract. While the law readily compensates the injured party for its losses 
(through either expectation or reliance damages), it does not ordinarily entitle her 
to the breacher’s gains from the breach (the so-called disgorgement remedy) (Zamir 
2012, pp. 852–60). Another sphere is affirmative action. Affirmative plans are highly 
controversial. However, there seems to be a consensus that, even if they are justifi-
able in hiring procedures (commonly perceived as involving a gain), they can hardly 
ever be justified in firing procedures (perceived as inflicting a loss) (Zamir 2012, 
pp. 860–64). Moving from private law and civil rights to criminal law, conduct that 
the actor believes to be necessary to avoid harm or evil is justifiable under certain 
circumstances, but no such justification applies to conduct believed to be necessary 
to produce benefit or good (Zamir 2012, p. 868). Under international and domestic 
refugee law, once asylum seekers are physically present within a country, they enjoy 
various substantive and procedural rights. It is much more controversial, however, 
whether and to what extent countries may legitimately prevent asylum seekers from 
ever reaching their territory. Expelling physically present people is likely perceived as 
inflicting a loss, while denying a visa and other pre-entry devices is seen as not pro-
viding a benefit (Zamir 2012, p. 866).

Having presented a few examples of the compatibility between loss aversion and the 
law, the following subsections offer two possible explanations for this compatibility.

5.2 Law and Psychology: Evolutionary Theories

Legal economists have long argued that by and large the common law is efficient; 
and one of the explanations for this observation has been evolutionary. Starting with 
the seminal articles of Rubin (1977) and Priest (1977), an extensive body of literature 
has examined the hypothesis that even if judges do not care about efficiency, a pro-
cess in which inefficient rules are gradually extinguished while efficient ones survive 
may result from the self-serving behavior of litigants (see generally Rubin 2005; Parisi 
2004). While all versions of this hypothesis have been sharply criticized, this body of 
literature contains valuable insights that may shed light on the compatibility between 
loss aversion and basic features of the law. One such insight is that the direction of the 
law’s evolution is not only set by courts’ reasoned decisions; the behavior of the liti-
gants is important as well (Priest 1977; Goodman 1978). Another insight is that, even 
prior to the decision of whether to litigate or settle a case, the existence of a dispute is a 
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precondition for the evolution of judge-made law, efficient or not (Stake 1991, p. 1492). 
No judge-made rule could evolve absent a legal dispute.

The economic literature assumes that whenever there is a legal dispute, the 
parties decide whether to litigate or settle out of court according to the expected 
costs and benefits of each alternative. If, however, people perceive losses as much 
more painful than unobtained gains, then potential plaintiffs would be much less 
inclined to sue for unobtained gains than for losses. Since unobtained gains are 
less likely to produce disutility large enough to justify legal action (which typically 
entails high costs—direct and indirect, pecuniary and nonpecuniary), consider-
ably fewer disputes are expected to revolve around unobtained gains. Since legal 
norms develop out of disputes, it stands to reason that the law of unjust enrichment 
and disgorgement remedies, to name but two examples, would be considerably less 
developed than the law of torts and reliance or expectation remedies. While this 
hypothesis focuses on judge-made law evolving as a result of the behavior of plain-
tiffs who are single-shot players, it basically holds true when we turn our attention 
to the “supply side” of precedents (competition between courts), consider plain-
tiffs who are repeat players (but who may nevertheless be loss averse), and reflect 
on statutory law (that is also affected by the demand for legal norms) (Zamir 2012, 
pp. 873–75).

The evolutionary theory is subject to criticism. First, even if losers are more likely 
to file suits than no-gainers, one should only expect significant difference in the 
rate of lawsuits with regard to relatively small gains. Hence, the evolutionary theory 
may explain why legal norms dealing with losses develop faster than norms deal-
ing with unobtained gains, but it does not necessarily account for the dramatic 
asymmetries observed in subsection 5.1. At the same time, if one takes the anal-
ogy between legal and biological evolution seriously, and given that the resources of 
litigants, lobbyists, and legal policymakers are limited, then one would expect that 
the greater resources devoted to developing doctrines protecting people from losses 
would crowd out doctrines dealing with unobtained gains. Also, while norms deal-
ing with losses are more developed than those dealing with unattained gains, the 
latter do exist.

The evolutionary theory may also be criticized on the grounds that from the plain-
tiff’s perspective, legal relief may always be perceived as belonging to the domain 
of gains (see subsection 3.2). It nevertheless remains true that people who incurred 
a loss are more strongly motivated to seek legal redress than people who failed to 
obtain a gain.

These and other criticisms call for cautiousness and modesty. The evolutionary the-
ory of the compatibility between law and loss aversion does not purport to explain the 
intricacies of any legal field. Rather, it is offered as an explanation for general, basic 
features of the law. It is modest also in the sense that it is not offered as the exclusive or 
even a primary explanation for the compatibility between loss aversion and the law. It 
is only meant to be supplementary to an explanation focusing on the mindset of legal 
policymakers, to which I now turn.
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5.3 Cognitive Psychology, Commonsense Morality, and  
the Law
While the evolutionary hypothesis is plausible, a more robust explanation for the com-
patibility between the psychological notion of loss aversion and the law seems to rest on 
an intermediate factor: commonsense morality. This explanation posits that by and large, 
the law conforms to prevailing moral intuitions, and since the latter are closely linked to 
notions of reference points and loss aversion, these notions shape the law as well.

Brief ly, commonsense morality is deontological. People believe that enhancing 
good outcomes is desirable, yet they also hold that attaining this goal is subject 
to moral constraints. These constraints include prohibitions against lying, break-
ing promises, and most importantly, against intentionally/actively harming other 
people. It is immoral, for example, to kill one person and harvest her organs to save 
the lives of three other people, even though the benefit of such killing (saving three 
people) outweighs the cost (killing one person) (Kagan 1998, pp. 70–78; Zamir and 
Medina 2010, pp. 41–42). The compatibility between commonsense morality and 
(moderate) deontology has been pointed out by deontologists and consequential-
ists alike, such as Scheff ler (1988, p. 9), Brennan (1995, p. 145), and Kagan (1989, pp. 
1–5).

deontological morality distinguishes between harming a person and not ben-
efiting her. Were promoting the good as compelling as eliminating the bad, the 
doing/allowing and the intending/foreseeing distinctions, which are essential 
for the deontological moral constraint against harming people (or at least one of 
the two is), would have collapsed. According to these distinctions, while it is for-
bidden to intentionally/actively harm people, there is a considerably less strin-
gent constraint against merely foreseeing or allowing people to suffer an injury 
or a loss (see generally Kagan 1998, pp. 94–100; Kagan 1989, pp. 83–127; for psy-
chological studies substantiating the prevalence of this intuition, see Ritov and 
Baron 1990; Baron and Ritov 1994). The prohibition against killing one person in 
order to save the lives of three other people necessarily implies that intentionally/
actively killing an involuntary “donor” is worse than merely foreseeing/allow-
ing the death of three people. Otherwise, there would be a prohibition against 
both killing the one and not killing her (thus foreseeing/allowing the death of the 
three). Now, whenever an agent abides by the prohibition against intentionally/
actively doing harm (e.g., she refrains from killing one person), she simultane-
ously avoids intending/doing harm to the one and avoids intending/doing good to 
the three. The intending/foreseeing and doing/allowing distinctions thus inevi-
tably entail an intending good/intending bad and doing good/doing bad distinc-
tions. Promoting the good is less morally compelling than eliminating the bad 
(on this distinction, see Kagan 1989, pp. 121–25 [a critique]; Kamm 1992, pp. 381–82 
[a defense]).

The moral distinction between promoting the good and eliminating the bad cor-
responds straightforwardly with the psychological notions of reference points and 
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loss aversion. Losses, unhappiness, disutility, and harm loom larger than gains, hap-
piness, utility, and benefit.2 Indeed, most of the psychological studies have focused on 
people’s perceptions and choices regarding gains and losses to themselves, whereas 
morality centers on the effects of one’s conduct on other people. However, as Ritov 
and Baron (1990, pp.  483–89), vars (1996), and Moshinsky and Bar-Hillel (2010), 
among others, have demonstrated, loss aversion characterizes not only people’s per-
ceptions and choices regarding their own health, wealth, or welfare, but also regard-
ing the effects of one’s decisions on the health, wealth, or welfare of others. Therefore, 
even if one sets aside the evolutionary explanations based on plaintiffs’ behavior, the 
prevailing moral intuitions of legal policymakers—legislators, judges, and adminis-
trators—may explain the manifest correlation between psychology and law described 
in subsection 5.1.

In addition to the close correspondence between psychology and morality, this the-
sis assumes a correlation between morality and law. There is indeed a broad consensus, 
cutting across different theories of law, that such correlation does exist (Zamir 2012, 
pp. 880–81). In fact, the basic features of the law discussed in subsection 5.1 correspond 
to the distinction between doing bad (inflicting a loss) and doing good (conferring a 
gain), presupposed by the deontological doing/allowing and intending/foreseeing 
distinctions.

The proposed correspondence between psychology, morality, and law falls into line 
with recent theories of evolutionary psychology, evolutionary morality, and moral 
psychology, which exceed the scope of the present discussion (see Zamir 2012, pp. 881–
84). Inasmuch as it can be established that loss aversion is a universal characteristic 
of human psychology, and that the basic features of the law described in subsection 
5.1 universally characterize all legal systems—or at least those systems that are suffi-
ciently advanced to deal with the pertinent issues—these universalities arguably lend 
support to theories of moral psychology. My argument does not, however, hinge on 
these theories.

To sum up, the correlation between the psychological phenomena of reference-
dependence and loss aversion, and basic characteristics of the law are not coinciden-
tal. This correlation may be the product of the evolution of judicial and statutory law, 
given plaintiffs’ (and interest groups’) stronger motivation to seek redress for losses 
than for unobtained gains. Primarily, though, it reflects the mindset of legal policy-
makers, whose moral intuitions conform to commonsense morality. Commonsense 
morality treats harms and benefits very differently. Just as psychologically, losses 
loom larger than gains, normatively, harms loom larger than benefits.

2 One may also observe a correspondence between the moral doing/allowing distinction (which 
is closely connected to the doing good / doing bad distinction) and the psychological omission 
bias (closely connected to status quo bias and loss aversion). On omission bias and loss aversion see 
Bar-Hillel and Neter (1996, p. 25).
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6 Normative Implications

Each of the three interfaces between the psychological phenomenon of loss aver-
sion and the law carries normative implications. Theories of human psychology and 
their interaction with the law may contribute to normative deliberation in at least two 
ways. First, human psychology is relevant for the construction of a normative theory. 
Basic elements of any normative theory, including its underlying theory of human 
well-being, are founded on assumptions about human psychology. Second, once a nor-
mative theory is formulated, legal policymakers aiming at a certain goal, such as the 
promotion of economic equality or deterrence of antisocial behavior, face pragmatic 
choices between different means of achieving that goal. Positive theories of human 
psychology prove essential in making these choices. I will look at these two issues in 
turn, and then address possible reservations about the normative implications of loss 
aversion.

6.1 Loss Aversion and Human Welfare

All normative theories take outcomes into account, whether as the only factor that 
ultimately determines the morality of an act, rule, or anything else (consequential-
ism), or as one of several such factors (deontology). The one type of outcome all the-
ories deem relevant is the effect of any act, rule, or anything else on human welfare 
(Kagan 1998, p.  70). Theories of human welfare may be grouped under three large 
categories: hedonistic, preference-based, and objective list (Parfit 1984, pp. 493–502; 
Kagan 1998, pp. 25–41). Whichever theory of human welfare one adopts, inasmuch as 
loss aversion affects people’s mental state and their preferences, it must be taken into 
account. Even under objective-list theories of human well-being, any plausible list of 
objective goods includes enjoyment (experiencing pleasure and avoiding pain) and 
personal freedom (the ability to set one’s goals and fulfill one’s desires) as important 
features of well-being (Lewinsohn-Zamir 2003, pp. 1703–5). Hence, although they may 
assign lesser weight to loss aversion (compared to mental-state, hedonistic theories and 
preference-satisfaction theories), objective-list theories should also take loss aversion 
into account.

Arguably, this conclusion may not hold under ideal-preference theories, which 
posit that only the satisfaction of ideal (rather than actual) preferences enhances 
people’s well-being. This claim assumes that loss aversion is an irrational bias. Thus, 
even if it typifies people’s actual perceptions and preferences, an ideal-preference 
theory should disregard preferences stemming from loss aversion. This claim further 
assumes that ideal preferences are rational, and presupposes a particular notion of 
rationality, namely, expected utility maximization. These assumptions are, however, 
problematic. Nothing in expected utility theory necessitates a reference-independent 
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utility function. Just as a utility function may reflect risk aversion, risk neutrality, or 
risk seeking (Savage 1972, pp. 103–4), it may reflect either reference-independence or 
reference-dependence. To be sure, some related aspects of decision-making, such 
as its susceptibility to framing effects and an extreme, paralyzing aversion to losses, 
may indeed be deemed irrational. But as dozens of studies have shown, errors of all 
sorts characterize decision-making, independent of whether one’s utility function is 
reference-dependent. Reference-dependence and loss aversion are not irrational per se. 
If reference effects shape the experienced value of outcomes, then it is perfectly rational 
to take those effects into account (Fischer et al. 1986, pp. 1082–83; see also Rubinstein 
2006, pp. 107–11). Money and other resources are instrumental for attaining intrinsic 
goods. If the carriers of utility are not final levels of wealth, but rather gains and losses, 
then ideal-preference theories need not disregard loss aversion.

6.2 Loss Aversion as an Input to, and a Means of, Legal 
Policymaking

Section 3 showed that human behavior in legally important spheres, such as consumer 
transactions and litigation, can be better understood and predicted once loss aversion 
is taken into account. Section 4 demonstrated that to better understand the effect of 
legal norms, such as default rules and the burden of persuasion, one has to take into 
account the framing effect of these norms. This does not mean that one can draw any 
direct or conclusive normative conclusion from loss aversion. For one thing, the scope 
of loss aversion and its interaction with other heuristics in any particular context vary 
considerably. For another, the normative picture is always complicated by a myriad of 
competing and conflicting normative arguments, institutional considerations, and 
pragmatic constraints. Nevertheless, once loss aversion is established, it cannot be 
ignored. This is true of market transactions, where the possible manipulation of con-
sumer’s loss aversion and related phenomena by suppliers may justify regulation; as it 
is true of the market for legal services, where client’s loss aversion may militate against 
regulation of contingent fees. Loss aversion and the status quo / omission bias also 
open the door to very mild forms of regulation that attain far-reaching results (Thaler 
and Sunstein 2009; and see below).

6.3 Loss Aversion as a Justification for Basic Features of the Law

The compatibility of law and loss aversion described in section 5 has a normative aspect 
as well. Loss aversion not only explains basic features of the law and particular legal 
norms, it can also justify these features. The greater efforts the law puts into deterring 
the infliction of losses and remedying losses once incurred—compared to incentiviz-
ing the conferring of benefits and rectifying the nonattainment of gains—make perfect 
sense as a means to enhance human welfare, since losses typically loom larger than 
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gains. This observation also implies that loss aversion may serve to assess the desirabil-
ity of existing and proposed new legal norms.

6.4 Normative Implications of the Manipulability of 
Reference Points

The ability of the law to set reference points, as discussed in section 4, arguably dimin-
ishes the inclusion of people’s loss aversion as an input to legal policymaking (discussed 
in section 3) and as an explanation and justification for extant legal norms (described 
in section 5 and subsection 6.3). If the law can effortlessly and effectively shape people’s 
reference points, then preexisting baselines could just as well be ignored.

This argument, however, proves too much. While people’s framing is sometimes 
malleable, the ability of the law to frame people’s perceptions varies from one context 
to another and is often limited. A  pertinent example is tax deductions and credits. 
Following a powerful campaign pointing to the various pitfalls of using these measures, 
the federal government and most states in the United States have adopted “tax expen-
diture budgets” that identify and quantify tax subsidies, credits, and deductions as 
expenditures (Surrey and Mcdaniel 1985, pp. 1–30, 238–39; Zelinsky 2005, p. 803). It was 
expected that once the true nature and problematic ramifications of tax subsidies became 
apparent, legislators would refrain from channeling expenditures through the tax sys-
tem. This assumption was in the main proven wrong, as the use of tax expenditures has 
not been reduced (Thuronyi 1988, pp. 1170–81; Zelinsky 2005, pp. 801–4; Kleinbard 2010). 
Apparently, legislators and the public at large keep framing tax credits and deductions 
differently from direct spending (Thuronyi 1988, p. 1172; Zelinsky 2005, p. 826). Perceived 
reference points are determined by a confluence of psychological, historical, social, and 
legal factors. It would be a mistake to overstate the role of the last factor.

A more compelling claim rooted in the impact of legal norms on perceived reference 
points is a prima facie argument for legal conservatism. Typically, a change in legal 
norms yields gains for some and losses to others. Loss aversion entails that the negative 
impact of a certain decrease of the losers’ entitlements is likely to be greater than the 
positive impact of a comparable increase in the gainers’ entitlements. This consider-
ation does not necessarily block legal reforms, yet it calls for caution. Ceteris paribus, 
a legal reform should only be pursued if the gains from changing existing norms out-
weigh its costs, where gains and losses are weighted differently as the latter loom larger 
than the former.

Finally, once it is understood that legal norms can sometimes affect people’s choices 
and behavior by setting the reference point, the question arises as to whether and under 
what circumstances such “manipulation” would be legitimate and desirable. In recent 
years, this question has been extensively debated under the heading of “soft” or “liber-
tarian” paternalism (Thaler and Sunstein 2009; Camerer et al. 2003; Klick and Mitchell 
2006; Glaeser 2010). But the issue of reframing by the law goes far beyond paternal-
ism. Framing of decisions by the law may be used to attain goals other than enhancing 
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people’s own welfare (on legal paternalism, see also Zamir 1998; Zamir and Medina 
2010, pp. 313–47). It may be used to maximize overall social utility, as in the case of 
increasing cadaveric organ donations by presumed-consent legislation. It may also be 
used to redistribute power or wealth, as in the case of proconsumer or proemployee 
contractual default rules (Zamir 1997, pp. 1760–62, 1782–84). In general, regulation by 
reframing decisions has the important advantage of entailing lesser curtailment of 
people’s freedom, compared to most alternatives.

In summary, the potential effect of legal norms on people’s perceived reference point 
is a factor worth considering. Sometimes it militates against changing the legal status 
quo, because the losses created by such a change loom larger than the gains. However, 
it can sometimes produce great improvement with very minor interference in people’s 
freedom. In many (and probably most) cases, any attempt to change people’s percep-
tions through the law is likely to be futile. Even when lawmakers do not strive to alter 
the prevailing framing of decisions, they ought to be aware that legal norms can rein-
force this framing—which may or may not be desirable.

6.5 Lawmakers’ Loss Aversion

Thus far, the discussion has focused on the normative aspects of the loss aversion of 
people to whom the law applies. Loss aversion presumably also characterizes legal 
policymakers, such as legislators and judges. Some studies have indeed examined the 
effects of framing, loss aversion, as well as the related phenomena of status quo bias 
and the endowment effect on legal decision-making (see  chapter 26 by Teichman and 
Zamir in this volume). No doubt, questionable or objectionable framing of reference 
points may adversely affect legal policymaking. Cognizant of the powerful effect of 
reference-dependence, policymakers ought to take heed of manipulative, or even innoc-
uous, framing of decisions. They should be suspicious of strategic framing of (factual, 
policy, or normative) issues by lobbyists in the legislative process and by advocates in 
adjudication (as well as by colleagues in collective decision-making bodies). Moreover, 
conscious framing and reframing of an issue in different ways is often an eye-opening 
exercise. It may help to challenge old truths and provide an antidote to excessive conser-
vatism. Such reframing has been proposed and debated in various contexts, including 
affirmative action (Ayres and vars 1998, pp. 1616–19), and taxation (see section 6.4).

7 Conclusion

Loss aversion is a robust behavioral phenomenon. It sheds light on people’s 
decision-making in various legally pertinent contexts, explains how the law can affect 
human behavior in subtle ways, and elucidates basic features of the legal system. It car-
ries important normative implications both when the law strives to enhance human 
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well-being and when it assesses people’s behavior in the absence or presence of possible 
legal norms.

Although the groundbreaking studies of loss aversion are more than thirty years 
old, the interest in this phenomenon and in related ones, such as the endowment 
effect, the status quo and omission biases, and the escalation of commitment, is far 
from decreasing. dozens of experimental, empirical, and theoretical investigations of 
these phenomena are constantly carried out by psychologists, economists, and recently 
jurists as well. While jurists were quick to grasp the importance of these phenomena 
for legal theory and policymaking (e.g., Kelman 1979), it took some time before they 
engaged in direct empirical and experimental studies of those phenomena ( chapter 5 
by Engel in this volume). Along with developments in basic psychological and 
behavioral-economic studies, it seems that the greatest potential for future advance-
ment in the study of loss aversion and the law lies in such empirical and experimental 
legal studies. To rephrase one of the analyses described above, conducting such studies 
seems to be a pure positive gamble, involving potential gains and no losses.
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CHAPTER 12

W R E ST L I NG W I T H T H E 
EN DOW M EN T EFFEC T,  OR HOW 

TO DO L AW A N D ECONOM IC S 
W I T HOU T T H E COASE T H EOR E M

RUSSELL KOROBKIN

Standard economic analysis of law, dating to the publication of Ronald Coase’s The 
Problem of Social Cost (1960), assumes that the initial allocation of legal rights will not 
affect the final allocation of those rights in the absence of transaction costs. To borrow 
one of Coase’s own examples, whether the law protects Farmer’s land from trespass or 
recognizes neighboring Rancher’s right to freely graze his cattle will not affect how the 
land is put to use. If the law protects Farmer but the land is more valuable as pasture 
than it is for growing crops, Rancher will pay Farmer for the right to graze his cattle. If 
the law protects Rancher but the land is more valuable for crops than pasture, Farmer 
will pay Rancher to pen his cattle. The assignment of the legal entitlement will affect 
the distribution of wealth (Farmer will be richer if he has the right to exclude), but not 
whether the land is put to its most efficient use.

A crucial premise of this assumption is that the value actors place on legal entitlements 
is independent of legal title or physical possession. The value to Farmer of the use of his 
fields for crops might be high or low, but it is the same whether he has the right or ability 
to exclude Rancher’s herd (and, thus, he might consider selling grazing rights) or Rancher 
has the right or ability to graze (and, thus, Farmer might consider paying Rancher to pen 
his cattle). Whether or not this premise is correct turns out to have significant implication 
for legal policy across substantive fields, from how the state should initially allocate enti-
tlements, whether it should reallocate entitlements, how it should regulate the consensual 
exchange of entitlements, to how it should protect and vindicate entitlement ownership.

The empirical evidence demonstrates, however, that the context surrounding enti-
tlements can affect their valuation. Research on the “status quo bias” (Samuelson and 
Zeckhauser 1988) indicates that individuals tend to prefer the present state of the world 
to alternative states, all other things being equal. The term “endowment effect” (Thaler 
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1980) stands for the slightly narrower principle that people tend to value entitlements 
more when they are endowed with them than when they are not (but is often used 
interchangeably with “status quo bias”). A consequence of the endowment effect is an 
“offer-asking” gap (Kennedy 1981), meaning that the same person will often demand a 
higher price to sell an entitlement that is part of his endowment than he will pay for the 
same entitlement if it is not part of his endowment.

This body of research has spurred a great deal of analysis and debate in the legal 
academic literature. Prior to 1990, only seventeen law journal articles available in the 
Westlaw database contained either of the terms “endowment effect” or “status quo bias.” 
By the end of 2000, 358 total articles met this requirement. As of the end of 2012, the num-
ber had ballooned to 1,619.1 Legal scholars have universally grasped the most important 
positive implication of the endowment effect—that legal entitlements will not change 
hands as often in the free market as the Coase Theorem—and thus traditional law and 
economics—assumes. Scholars have also attempted to revisit arguments about norma-
tively appropriate legal policy in light of the endowment effect. This effort has been made 
with varying levels of success and sophistication, and continued progress on this score is 
critical for the continued development of the field of behavioral law and economics.

This chapter has two purposes. First, it describes the endowment effect, with attention 
not only to what we know about it, but also what remains unclear about both its scope and 
its underlying causal mechanism. Second, it demonstrates how the endowment effect is 
important to a wide range of substantive legal topics, but that, while its positive implications 
for law are often straightforward, its normative implications have proven to be more elusive.

Section 1 presents the core empirical findings concerning the endowment effect, and 
Section 2 evaluates the evidence for several highly contested interpretations of what psy-
chological process or processes cause the endowment effect. Section 3 considers examin-
ing how the endowment effect might bear on positive and normative issues in four broad 
categories of law: the initial assignment of entitlements, the potential reassignment of 
entitlements, the facilitation of private transfers of entitlements, and the protection of 
entitlements through the judicial system. This part demonstrates that, used cautiously 
and judiciously, evidence of the endowment effect has the potential to sharpen normative 
legal policy analysis, but also that this enterprise is complicated and fraught with peril.

1 Evidence of the Endowment Effect

1.1 From Contingent Valuation to Controlled Experiments

Studies of the value individuals place on public goods, often environmental protection, 
conducted in the late 1960s and 1970s suggested that possession of legal rights affects 

1 All of these counts are based on computerized searches of the Westlaw “Journals and Law 
Reviews” (JLR) database.
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valuations. Most of these results came from surveys in which researchers asked some 
respondents how much they would be willing to pay for a public good and ask others 
how much they would demand to give up a public good, assuming it were provided. 
In one example, 2,000 duck hunters were surveyed about the value they would place 
on protecting a wetland from development. Hunters reported that they would pay, on 
average, $247 per person per season for the right to prevent development in order to 
make hunting viable, while reporting an average demand of $1,044 dollars each to give 
up an entitlement to protect the area for hunting (Hammack and Mallard Brown 1974).

This type of “contingent valuation” survey is subject to the objection that subjects 
lacked any real incentive to provide truthful or well-considered answers, so researchers 
began to employ experimental tests that provide subjects with clear personal incen-
tives to both think carefully about and reveal their true valuations. The simpler of these 
present subjects with the option of making trades, whereas the more complex require 
subjects to price entitlements.

In trading experiments, experimenters divide subjects into two groups and either 
give members of one group a good or an approximately equivalent amount of cash or 
give members of the two groups different goods that are approximately equivalent in 
value. Subjects are then given the opportunity to trade their endowment to the experi-
menter for the alternative item. The experiments are designed so that the transaction 
costs of trading approach zero, so the Coase Theorem implies that the distribution of 
goods among subjects at the end of the experiment should be the same for each group. If 
final endowments are biased by initial endowments, in contrast, this result suggests an 
endowment effect. Jack Knetsch produced the most famous of the trading experiments. 
Knetsch and Sinden (1984) endowed some experimental subjects with lottery tickets for 
a $50 cash prize and gave others $3 in cash. They then offered to buy or sell tickets for $3. 
Only 38% of the non-ticket holders were willing to trade their $3 for a ticket, but 82% of 
the subjects originally endowed with tickets chose to hold on to them. Knetsch (1989) 
then endowed some with coffee mugs and others with large chocolate bars and offered 
to swap objects with all subjects. Only 11% of the mug owners traded their mugs for a 
chocolate bar, and only 10% of the chocolate bar owners swapped for a mug.

In pricing experiments, experimenters elicit the precise willingness to pay (“WTP”) 
and willingness to accept (“WTA”) values of subjects as in hypothetical surveys, but 
they create miniature markets in which the subjects maximize their personal util-
ity by truthfully revealing their valuations. In the most famous pricing experiment, 
Kahneman, Knetsch, and Thaler (1990) (KKT) provided one-half of their subjects 
with a coffee mug bearing the Cornell University logo. The experimenters told the sub-
jects who received the mug that they would have an opportunity to sell it, and they 
told the remainder of subjects that they would have an opportunity to purchase one 
of the mugs. The experimenters then (1) asked mug holders (“sellers”) to fill out a form 
indicating, for each 50-cent interval between 25 cents and $8.75, whether they would 
prefer to keep the mug or to sell it at that price and (2) asked non-mug holders (“buy-
ers”) to indicate whether they would be willing to buy a mug at each of the same price 
intervals. The experimenters explained in advance that, based on the responses, they 
would determine the market price of the mugs. All sellers who indicated on their form 
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a willingness to sell at that price or lower would sell for the market price and buyers 
who indicated a willingness to buy at that price or higher would buy a mug at the mar-
ket price. Because exchanges would take place at the market-determined price, which 
would be set by all of the subject responses, buyers lacked a strategic incentive to under-
state their true valuations and sellers lacked an incentive to exaggerate theirs.

In four iterations of the experiment with the same subjects, buyers provided a 
median WTP of $2.25 to $2.75, and sellers provided a median WTA of $5.25 each time. 
The experimenters achieved nearly identical results using pens as a commodity rather 
than mugs, finding that sellers’ WTA values were approximately twice buyers’ WTP 
values, and that only a fraction of the predicted number of trades between buyers and 
sellers actually took place. The authors found similar results in a follow-up experi-
ment in which trading prices were selected at random rather than based on subject bids 
(which, in theory, could have caused some subjects to believe they were best off trying 
to “buy low” and “sell high” rather than reveal their true valuations).

Hundreds of experiments demonstrating the endowment effect (Georgantzis and 
Navarro-Martinez 2010) show that early findings were not an artifact of experiment-
ers’ use of hypothetical surveys, in which respondents have no personal stake in truth-
fully revealing their valuations. A study of forty-five early endowment effect studies 
found, in fact, that there is no significant difference in the size of the effect (i.e., the ratio 
between WTA and WTP valuations) between real experiments and hypothetical ques-
tionnaires (Horowitz and McConnell 2002).

1.2 What Is the Reference Point?

Evidence of an endowment effect raises the obvious question of what conditions will 
cause individuals to perceive their status as “endowed” or “unendowed,” and act 
accordingly. That is, what is the reference point that determines whether individuals 
view a potential transaction as one that, if consummated, would result in them gaining 
an entitlement rather than as one that would involve losing an entitlement?

Although the foundational endowment effect experiments concern tangible con-
sumer items, such as mugs, pens, chocolate bars, or lottery tickets, other experiments 
have shown that the endowment effect exists for less tangible legal entitlements that 
ordinary people might not conceptualize as property rights, at least in some circum-
stances. One study, for example, found a large differential between subjects’ WTP to 
avoid having to taste a bad-tasting, but harmless, liquid and their WTA to taste the liq-
uid when they had the right not to taste it (Coursey et al. 1987). Another demonstrated 
that the endowment effect exists for the right to enjoy clean air, with subjects reporting 
a willingness to pay less than $5 per month, on average, to maintain 75 miles of air vis-
ibility in the face of potential pollution, but would demand more than $24 per month to 
agree to give up a right to avoid increased pollution (Rowe et al. 1980).

Research also suggests that the endowment effect can exist when no actual legal enti-
tlement is at issue at all but subjects expect a certain state of the world. Hartman, doane, 
and Woo (1991) found that power company customers who had experienced excellent 

 



304   RUSSELL KOROBKIN

service would demand payments to accept a reduction in service quality that were 400% 
of the amount customers who were accustomed to poorer service would pay for better 
service. dubourg, Jones-Lee, and Loomes (1994) found that subjects would demand far 
more money to agree to purchase a car with one fewer safety feature than the standard 
model than they would be willing to pay for a car with one more safety feature than 
the standard model. The results of a famous natural experiment also shows that default 
expectations can affect revealed valuations, at least in some circumstances. New Jersey 
and Pennsylvania both enacted laws in the 1980s giving drivers the option of purchasing 
low-cost insurance with limited rights to sue other drivers in addition or more expen-
sive insurance with greater legal rights. In New Jersey the default option was the limited 
rights policy, and the broader policy required opting in. In Pennsylvania, the default 
option was the expansive policy. Large majorities of drivers in both states accepted the 
default choices rather than opting for the alternative (Cohen and Knetsch 1992).

In a slight variation, Koszegi and Rabin (2006) theorize that the typical reference 
point is neither legal entitlement nor status quo state of the world, but rather expecta-
tions about the future state of the world. Tests of this hypothesis have produced equivo-
cal results. Ericson and Fuster (2010) gave subjects a mug and told half that they would 
have a 90% chance of having an option later to trade the mug for a pen and the other half 
that they would have a 10% chance of having that option. When subjects were later given 
the opportunity to trade goods, those in the first group were significantly more likely 
to do so than those in the second, suggesting that the expectation of having to keep the 
mug produced a higher mug valuation than the expectation that the mug could be easily 
traded. Heffetz and List (2011), in contrast, found that subjects who were told their gift 
for participating in an experiment would be a mug (or pen) with 99% probability and 
there was a 1% probability that they could choose between mug and pen were no more 
likely to prefer the mug (or pen) than subjects who were told that they had a 99% proba-
bility of being allowed to choose and a 1% probability of being assigned the mug (or pen).

Uncertainty about the impact of the endowment effect abounds when multiple indi-
cators of entitlement conflict with one another. If your neighbor allows his tree to block 
your view, in violation of the local zoning ordinance, and you would like him to cut it 
down, it is unclear who is likely to feel endowed: you possess a legal right, but he pos-
sess the physical entitlement (i.e., the tree exists). If your business associate breaches 
a contract to deliver goods to you, she possess the goods but you have a legal right to 
performance. It seems likely, in such situations, that the perception of endowment will 
depend on the salience of other contextual features, and that it is possible that both 
might feel endowed for purposes of valuation.

1.3 Comparability and Certainty of Alternative Endowments

The more difficult it is for individuals to compare two items in a proposed trade, the 
larger the endowment effect tends to be. van dijk and van Knippenberg (1998) gave 
subjects one of two different bottles of wine as compensation for participating in a 
study and were given the opportunity to trade. When both bottles of wine were from 
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the same country, approximately one-half of the subjects made trades, but fewer than 
one-third made trades when the bottles were from different countries. Bar-Hillel and 
Neter (1996) found that nearly all subjects endowed with a pen were willing to trade 
it for an identical pen plus a small cash payment, but most subjects endowed with a 
lottery ticket refused to trade it for a different ticket (with a different number) for the 
same lottery plus the small cash payment, presumably because the difference in value 
between the tickets was potentially substantial ex post, whereas there was no possibil-
ity that the pens would differ in utility.

Experiments have also found that the endowment effect is more robust for entitle-
ments with no close market substitutes than for goods that have close substitutes or are 
themselves readily purchasable. In one study, Shogren and coauthors (1994) found no 
differential between subjects’ WTP and WTA for an ordinary candy bar. In contrast, 
they found an extremely large difference between subjects’ WTP to trade a lunch from 
a local source for a lunch that had been screened for food-borne pathogens and had a 
lower than average probability of causing food-borne illness and their WTA to trade 
the screened lunch for the ordinary one. When an entitlement has a close or identical 
market substitute, such as a candy bar, it is presumably easier for individuals to com-
pare its value to the value of money and determine with a high degree of confidence 
whether they would be better off with money or the entitlement. At the extreme end of 
the spectrum are tokens with a fixed redemption value. In their original pricing experi-
ments, KKT found no endowment effect for such tokens—subjects were willing to buy 
or sell them for almost exactly their exchange value.

There is also some evidence for the subtler hypothesis that the endowment effect will 
be smaller when a good has a somewhat close substitute as compared to no substitute at 
all. Adamowicz, Bhardwaj, and Macnab (1993) (ABM) tested subjects’ WTP and WTA 
values for tickets to a National Hockey League playoff game. In one condition, subjects 
were told that the game would be broadcast live on Tv and radio, whereas subjects in 
another condition were told that the game could be viewed only in person. Although an 
endowment effect was apparent in both conditions, the effect was substantially larger 
for subjects who were told that the game could be seen only in person—that is, those for 
which there was no substitute at all for the tickets.

A meta-analysis has validated the hypothesis that the strength of the endowment 
effect depends on how close a substitute there is for the entitlement at issue (Horowitz 
and McConnell 2002). The researchers conclude that, even accounting for differences 
in study design, the ratio of WTA to WTP “is highest for public and non-market goods, 
next highest for ordinary private goods, and lowest for experiments involving forms of 
money” (p. 426).

1.4 Market Participation and Orientation to Transactions

If the extent of the endowment effect depends on the existence of close substitutes, it 
follows that the effect will be larger when individuals evaluate an entitlement for its use 
value rather than its exchange value, all other things being equal, because an item held 
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only for its exchange value has ready substitutes. For example, if ABM’s hockey ticket 
subjects assumed that they would sell the tickets to a broker, their WTA and WTP 
prices in the experiment would likely converge, especially if they knew with certainty 
what price brokers would pay for such tickets.

This hypothesis finds support, at least inferentially, in two sets of experiments. 
Arlen, Spitzer, and Talley (2002) found a significant endowment effect for mugs in a 
pilot experiment designed to mimic the studies of KKT, but not when the subjects were 
told that the mugs were a factor of production that would affect the profits of their firm 
and that their salary would be based on the firm’s profits. The authors theorize that the 
context of the experiment likely made salient the value of the mug as a generator of 
company profits rather than as a unique consumption good, and thus caused subjects 
to treat the mug as more fungible. Harless (1989) had a group of subjects participate as 
both buyers and sellers in a series of transactions involving lottery tickets and found a 
small but non-statistically-significant gap between the median values provided for the 
two measures. A likely explanation for the lack of significant results is that the oppor-
tunity to participate in identical transactions as both buyer and seller focused subjects’ 
attention on the exchange value of the lotteries.

Some studies have found that people who regularly participate in particular types of 
transactions are less likely to exhibit an endowment effect than infrequent market par-
ticipants. List (2003, 2011) found that baseball memorabilia collectors who engage in 
frequent transactions traded one memorabilia item for another of similar desirability 
frequently enough to suggest they exhibited no endowment effect, but the much more 
reticent behavior of infrequent traders did demonstrate an endowment effect. The fre-
quent traders who were memorabilia dealers were no more likely to trade than active 
hobbyists. General experience with market transactions does not appear to reduce the 
endowment effect, however. Harbaugh, Krause, and vesterlund (2001) found no signif-
icant differences between kindergarten, third-grade, fifth-grade, and college student 
participants in a simple exchange experiment.

Evidence is mixed on a subject of particular importance to lawyers: Is the endow-
ment effect as strong for agents as for principals involved in a transaction? Marshall, 
Knetsch, and Sinden (1986) (MKS) answer in the negative. In a series of hypothetical 
scenarios and one actual choice experiment, they asked one group of subjects whether 
or not they would pay a fixed amount of money ($1 or $2) for a ticket in a lottery with a 
specified prize, or whether or not they would give up such a ticket for the cash payment. 
They asked members of a second group whether or not they would advise a friend to 
buy the ticket or sell the ticket. Subjects acting as principals were much more likely to 
prefer the tickets to the cash if they were sellers than if they were buyers, whereas there 
was no significant difference based on role for “advisor” subjects. In contrast, I found 
a pronounced endowment effect in hypothetical scenarios that asked law students to 
assume the role of a lawyer and make transactional decisions on behalf of a corporate 
client: subjects placed a higher value on a contract term that would benefit the client if 
the term was associated with the status quo contract language than if not (Korobkin 
1998a, 1998b).
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The difference in results perhaps is explainable by the difference in instructions pro-
vided to the experimental subjects. MKS asked their agent subjects to provide advice 
to a third party, with no apparent consequences for the content of the advice given. 
My subjects were told that their future opportunities with their client depended on the 
results of the contracts they negotiated, and the subjects were reminded to make deci-
sions that are in the best interest of the client and will “reflect[] well on [the subject’s] 
judgment and ability” (Korobkin 1998a, appendix A2, p. 678). This might have caused 
my subjects to behave more like principals with a personal interest in the transaction 
and less like disinterested third parties, at least relative to the MKS subjects. A plausible 
hypothesis is that whether agents exhibit the endowment effect expected of principals 
depends on the degree to which the incentives of principal and agent are aligned.

1.5 Could the Endowment Effect Be an Artifact of Poor 
Laboratory Practices?

Is it possible that the wealth of experimental evidence that endowment status affects 
valuations reflects a lack of careful controls in laboratory studies, rather than real phe-
nomena concerning preferences? Plott and Zeiler (2005; 2007) (PZ) contend that the 
endowment effect, as apparently established with pricing and trading experiments, can 
be eliminated by employing procedures that protect against subjects’ misunderstand-
ing the nature of the experiments. The implication of their claim is that the endowment 
effect is unlikely to exist outside the confines of the laboratory.

1.5.1 Pricing Experiments
In pricing experiments, there is a fear that experimental subjects (or at least some of 
them) might not understand that it is in their interest to reveal their true valuations 
of the entitlements being bought and sold, rather than attempting to implement the 
common bargaining strategy of buying low and selling high. Consequently, reports of 
high WTA or low WTP values in experiments might reflect (poor) attempts at strategic 
behavior rather than differences in valuations based on endowment status.

PZ (2005) replicated the KKT mug experiment, but they provided subjects with more 
thorough training on how to optimally bid, including several specific examples, and an 
opportunity for subjects to ask questions about the experimental procedures. In addi-
tion, the experimenters were blind to WTA and WTP price provided by subjects. They 
also had two-thirds of their subjects participate in 14 “paid practice rounds,” in which 
subjects both bought and sold rights to participate in small cash lotteries, prior to par-
ticipating in the mug experiment, in an effort providing subjects with a substantial 
opportunity to learn firsthand the relationship between the valuations they provided 
and the subsequent payouts. In their ultimate mug experiment, PZ found no signifi-
cant differences between average WTA and WTP prices (in fact, the average WTP was 
somewhat higher, but not significantly so, than the average WTA). From this finding, 
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PZ concluded that observed gaps between WTA and WTP prices “are symptomatic of 
subjects’ misconceptions about the nature of the experimental task,” rather than true 
differences in valuations.

Although it is possible that PZ’s results show that KKT’s subjects (and those in many 
other similar experiments) failed to reveal their true valuations of mugs because they 
did not understand the preference elicitations mechanism while PZ’s subjects uniquely 
did understand the design mechanism, two features of the original mug experiment 
make this seem unlikely. First, if subjects incorrectly believed they could benefit by 
attempting to buy low and sell high, it should not have mattered whether the entitle-
ment at issue had a substitute with a clear value. But unlike in the case of mugs, KKT’s 
subjects exhibited no endowment effect when they bought and sold tokens exchange-
able for cash.

Second, if subjects misunderstood the experimental incentives, experience with the 
experimental design and outcomes should have reduced or eliminated the endowment 
effect. But KKT elicited WTP and WTA prices from subjects and constructed mar-
kets four consecutive times for both mugs and pens, using the same subjects in the 
same roles, specifically to test for whether WTP and WTA would converge as subjects 
became familiar with the experimental process. They found that reported WTP and 
WTA values and the number of trades that took place between those endowed with 
the goods and those not endowed were constant across all iterations. KKT concluded 
that “[o] bserved volume did not increase over successive periods in either the mug or 
the pen markets, providing no indications that subjects learned to adopt equal buy-
ing and selling prices” (KKT 1990, p. 1332). The results were virtually identical whether 
subjects were told that the market price would be established by constructing supply 
and demand curves from the subjects’ WTP and WTA prices or that the market price 
would be determined randomly.

Although PZ report no endowment effect for mugs, they did find an endowment 
effect across the 14 “practice rounds,” in which they paid subjects real money depend-
ing on their WTA and WTP values for participating in lotteries. PZ did not report this 
fact,2 but Isoni, Loomes, and Sugden (2011) (ILS) did after obtaining PZ’s original data. 
ILS replicated this result, and rather pointedly concluded that, in light of a persistent 
and nondecaying endowment effect for lotteries in both their and PZ’s experiments, it 
is “not credible to propose that misconceptions about a common set of elicitation pro-
cedures” could have persisted through 14 rounds of paid lottery tasks in the PZ experi-
ment and then “suddenly disappear[ed] when the mug task is faced” (ILS 2011, p. 1005). 
These lottery results do seem to severely undermine PZ’s claim that the endowment 
effect is really nothing more than the consequence of experimental designs that befud-
dle subjects.

2 PZ stated in a footnote that their lottery rounds were “contaminated” because WTA values 
were elicited in early lottery rounds and WTP in later rounds, and because experimenters publicly 
answered subjects’ question during these rounds (PZ 2005, 539 n. 15).
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What then could explain why PZ (and ILS) found a persistent endowment effect for 
lotteries but not for mugs? ILS point out two differences between the experimental 
designs employed in PZ’s and KKT’s mug experiments. First, PZ placed mugs directly 
in front of both buyers and sellers, whereas KKT placed mugs only in front of buy-
ers. Second, PZ paid nonowners a “show up fee,” which they could of course use to 
buy a mug, whereas KKT did not. Either or both of these features could have weak-
ened the endowment effect in a way not typical of “real world” situations, in which the 
distinction between endowed and unendowed status is generally clear and there is no 
“house money” to back up WTP prices. Another subtle difference is that PZ “trained” 
subjects to determine WTP values by starting with a low number and then moving 
up until they reached their valuation and to determine WTA values by starting with 
a high number and then moving down. Then, after subjects recorded their valuation, 
PZ prompted them to reconsider whether they had recorded their actual nonstrate-
gic value and change their valuation if necessary. This could have created a demand 
effect, causing buyers to believe they should move higher and sellers to believe they 
should move lower. Kingsley and Brown (2012) replicated PZ’s training method and 
PZ’s prompt for subjects “to reconsider” and found that preprompt responses produced 
an endowment effect that then disappeared after postprompt reconsideration.

1.5.2 Trading Experiments
In any event, if the endowment effect actually results purely from subject confusion 
concerning valuation elicitation procedures, how can the results of simpler trading 
experiments—such as the early experiments by Knetsch in which subjects given one 
item may trade it for another—be explained? PZ (2007) contend that those experiments 
are not clean tests of the endowment effect because when experimenters give subjects 
a particular item, the subjects might either infer a signal of high quality or perceive the 
given item as a “gift” that carries with it sentimental value. In either case, any observed 
resistance to trading could reflect differences other than endowment status.

To test their conjecture, PZ conducted a trading experiment using mugs and pens. 
They found that they could eliminate the endowment effect by (a) telling subjects that 
whether they received a mug or a pen was determined by a coin flip, (b) taking the 
endowed items away from subjects after providing an opportunity for examination, (c) 
giving subjects the alternative item for inspection as well, and, finally, (d) asking sub-
jects to indicate which item they wished to “keep” on a decision form.

Critics of this design might fear that it not only removes any hint of signal or gift, 
it also lessens the psychological indicia of endowment status likely to operate in 
real-world situations. In response to this potential objection, PZ conducted a follow-up 
experiment using a slightly revised design, in which subjects were told that they 
“owned” the endowed good, made their choice while in possession of the endowed 
good, and indicated their choice of objects on a form that identified the good with 
which they were endowed. In this version of the experiment, more “mug owners” chose 
mugs than did “pen owners,” consistent with the endowment effect, but the difference 
was not statistically significant, according to standard convention (p = .18). From this 
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failure to refute the null hypothesis, PZ concluded that their results were inconsistent 
with the endowment effect, and that their follow-up experiment validated their inter-
pretation of their original experiment.

One cannot disprove a hypothesis with a null result, of course, especially when the 
result is directionally consistent with the hypothesis but happens to fall short of statis-
tical significance. PZ are wrong to imply that their follow-up experiment results dis-
prove, or even significantly undermine, the case for the endowment effect’s existence. 
The p value of.18 reported by PZ means that if, in fact, there were no endowment effect, 
the chance of finding the difference between the two groups as large or larger than the 
one PZ report would be approximately one out of six—possible, but not very likely. 
Given the number of trading experiments that find a statistically significant endow-
ment effect, it seems more likely that the difference between PZ’s subjects also indicates 
an endowment effect rather than random noise, even though their results do not reach 
the 95% certainty threshold that social science convention requires for the pronounce-
ment of a statistically significant difference between two groups.

Knetsch and Wong (2009) (KW) conducted a subsequent set of experiments that 
further undermines PZ’s criticism of the original trading experiments. In the first test, 
KW showed subjects a mug or a pen but did not give them physical possession of either. 
They then told the subjects that, as the result of random assignment, they owned either 
the mug or the pen, and that other subjects were given the opposite item. Finally, sub-
jects were given a decision form on which they indicated which item they wished to 
take home with them. As in PZ’s initial trading experiment, KW found no endowment 
effect. In subsequent tests, however, KW produced an endowment effect by making 
slight changes to the protocol: first by asking subjects to decide between “keeping” 
their item and “trading” for the other (rather than asking which item they wished to 
take home), and second by giving subjects physical possession of their endowed item. 
These results suggest a different interpretation of PZ’s results: rather than merely being 
an artifact of poor laboratory practices, the existence and size of the endowment effect 
likely depend on contextual features that can make the fact of endowment status more 
or less clear and/or salient to decision makers.

1.6 Concluding Thoughts

It is important to remember that, unlike the Coase Theorem, the endowment effect 
is not a theoretical prediction, but rather an empirical finding. As such, although the 
effect has proven robust across a range of contexts, there is no a priori reason to believe 
that the effect will be equally pronounced, or even exist at all, in all contexts. The evi-
dence suggests that an individual is likely to value a particular entitlement more if he 
is endowed with it than if he is not, but this does not mean that the facts that trigger 
endowment status are either clear or unchanging, or that endowment status will have a 
significant effect on valuation regardless of what other contextual features are present.
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Because it would be impossible to test for the presence of the endowment effect in 
every context in which legal policymakers might have an interest, predicting the pres-
ence of the endowment effect in an unexplored context based on its existence in a simi-
lar context is unavoidable. The alternative, assuming no endowment effect exists short 
of a definitive demonstration in the precise context of interest, is impractical in the 
applied discipline of law, in which decision-makers must act in one way or another in 
the face of real-world problems. However, legal scholars need to take care to ensure the 
closeness of their contextual analogies and not to lose sight of the fact that their conclu-
sions will often be contingent on the soundness of such analogies.

2 Causes of the Endowment Effect

The endowment effect is important for legal scholars because it suggests that endow-
ment status will affect preferences and behaviors of individuals subject to the law. 
Specifically, when the endowment effect operates, we will expect to see fewer realloca-
tions of entitlements through private ordering than the Coase Theorem suggests. The 
primary normative questions that follow for law are whether and how the endowment 
effect should be taken into account when assigning or reassigning entitlements, facili-
tating private ordering, or using the legal system to protect entitlements. Addressing 
these questions appropriately requires an understanding of the endowment effect’s 
underlying cause or causes.

2.1 Wealth Effects and Liquidity Constraints

As an initial matter, it seems safe to exclude wealth effects as plausible general explan-
atory accounts of the phenomenon. An unendowed rich man can be expected to be 
willing to pay a higher dollar amount to obtain an entitlement than a poor man, all 
other things being equal, but the rich man’s wealth usually would be expected to have 
the same effect on the amount he would demand to part with the entitlement if he is 
endowed. Thus, although the rich will often value particular entitlements more than 
the poor, they usually should be no more likely to exhibit an endowment effect in the 
general case.

In theory, it is conceivable that because an actor endowed with the entitlement at 
issue is marginally richer than the same actor who is not endowed, and because richer 
people are likely to place a higher monetary value on entitlements, the wealth repre-
sented by the endowment, not endowment status per se, could generate a higher valu-
ation. This explanation seems implausible, however, when the endowment at issue is a 
very low-priced item and yet WTA values significantly exceed WTP values. In other 
words, increasing an actor’s total wealth by the quantum of one $6 mug is not likely to 
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suddenly make him willing to spend twice as much money on consumer goods going 
forward.

In addition, many of the endowment effect experiments explicitly control for wealth 
effects by providing endowed subjects with the entitlement at issue and unendowed 
subjects with a cash equivalent, thus holding the wealth of subjects constant across 
experimental groups. Other experiments control for wealth effects by comparing sell-
ers (endowed), not only with buyers (unendowed), but also with “choosers” who may 
choose between the entitlement and cash. Choosers are as wealthy as sellers (because 
they can get the entitlement for free), but they behave like buyers, suggesting there is 
more to the buyer-seller discrepancy than a wealth effect (KKT 1990).

Liquidity constraints theoretically could produce an endowment effect where par-
ticularly expensive entitlements are at issue. A person of modest means might report a 
higher WTA value than WTP value for life-saving surgery, for example, if she lacks the 
cash and borrowing ability to bid as much for the operation as she would demand if she 
were entitled to it. Again, however, most endowment effect experiments involve entitle-
ments of small value compared to the wealth of subjects, and in many the experiment-
ers give subjects enough cash to purchase the relevant entitlements. Thus, although 
liquidity constraints could cause an endowment effect in particular cases, endowment 
status itself seems to be driving force behind the effect across the variety of experimen-
tal studies.

2.2 Loss Aversion and Related Explanations

Why would endowment status affect valuation? The endowment effect is routinely 
explained as a consequence of “loss aversion,” the observation that losses are experi-
enced as more significant than equivalent gains (Thaler 1980; Kahneman, Knetsch, 
and Thaler 1991; Tversky and Kahneman 1991). To economists, opportunity costs have 
equivalent value to out-of-pocket costs. But the evidence of loss aversion demonstrates 
that the two do not feel equivalent, at least in some circumstances. Having a dollar 
taken away hurts more than not receiving a dollar expected. Loss aversion suggests 
that gaining relative to an applicable reference point will be perceived as less significant 
than losing relative to that reference point. If this is so, it follows that individuals will 
be willing to pay less to gain the entitlement (WTP) than they will demand to lose the 
entitlement (WTA), even in the absence of transaction costs.

Although the concept of loss aversion is a useful way to explain the endowment 
effect, it does not actually help to resolve the puzzle of why people appear to value losses 
more than equivalent gains. That is, loss aversion is an empirical finding rather than 
a psychological explanation. Some commentators construe the loss aversion explana-
tion for the endowment effect narrowly and apply it only to the specific hypothesis that 
ownership causes people to place a higher value on the substantive entitlement at issue 
(Klass and Zeiler 2013). But it is also possible that losses are experienced as more sig-
nificant than gains, and loss aversion results, if endowment status affects how people 
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view the act of engaging in a transaction or the likelihood of future regret, or even the 
manner in which people evaluate the expected gains and losses of transacting. All of 
these psychological explanations for loss aversion, and thus the endowment effect, are 
inconsistent with the predications of the Coase Theorem. But each one potentially has 
different implications for normative legal policy designed to respond to the endow-
ment effect, so it is important for legal theorists to attempt to distinguish between 
them. Unfortunately, the available evidence suggests that each of these explanations is 
plausible in some circumstances, but none can account satisfactorily for every experi-
mental demonstration of the endowment effect. The best conjecture, at present, is that 
at least several of these psychological explanations probably play some role in causing 
the endowment effect, in at least some contexts.

2.2.1 Attachment to Substantive Endowments
If a tangible entitlement becomes imbued with meaning external to the entitlement 
itself, it would be incorrect to conclude that a difference between WTA for that imbued 
item and WTP for an unimbued item demonstrates an endowment effect. For example, 
I would demand far more money to sell my deceased grandfather’s prized pocket watch 
(which I now own) than I would pay to buy a physically identical pocket watch that 
did not belong to my grandfather. But this compares an heirloom to a commodity. The 
endowment effect requires that a difference in valuation be based solely on the location 
of an entitlement. For there to be evidence of an endowment effect, my WTA for my 
grandfather’s watch would need to be higher than my WTP for my grandfather’s actual 
watch, assuming a third party had come to possess it.

But the endowment effect could result from an attachment to substantive entitle-
ments that forms solely as a consequence of ownership or possession. Once a widget 
becomes my widget, perhaps I like the widget more (Kelman 1979). This explanation 
for the endowment effect seems implausible when the entitlement in question is held 
solely for its ultimate exchange value, rather than for personal use, as is the case with 
the many endowment effect experiments using lottery tickets. A lottery winner would 
presumably suffer no ill effects from relinquishing the ticket in order to obtain her win-
nings, so it seems unlikely that trading the ticket prior to the lottery would create such 
an effect. Attachment has more potential as a psychological explanation for the endow-
ment effect when experimental subjects endowed with tangible property (such as 
mugs) that they may take home and consume value those items more than the subjects 
sitting next to them who were not endowed, but even here it seems difficult to explain 
why endowment alone would create instant attachment observable as a gap between 
WTA and WTP values.

Attachment becomes a far more appealing explanation for the endowment 
effect when viewed as a general heuristic, most likely unconscious, that promotes 
self-protection on average, rather than a logical explanation of why particular entitle-
ments are more valuable when owned than unowned. Evolutionary theorists hypothe-
size that there was a survival advantage in the evolutionary environment to expending 
more effort protecting one’s resources than in taking away resources from a competitor 
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(Stake 2004; Jones 2001). Psychologists argue that a way that the mind copes with the 
fact that we can’t always get what we want might be to like what we have more than what 
we don’t have, all other things being equal (Weaver 2008). Either or both explanations 
might explain an instantly occurring attachment effect, or even potentially an attach-
ment effect that takes root when an individual believes that an entitlement is likely to 
come into his possession soon.

Recent experiments demonstrating that nonhuman primates exhibit an endow-
ment effect support the explanation of the endowment effect as deeply ingrained in 
our evolutionary heritage. Lakshminaryanan, Chen, and Santos (2008) gave capuchin 
monkeys tokens with which they could purchase fruit discs or cereal chunks from the 
experimenters, and found that the monkeys spent exactly half their tokens on each 
treat. When endowed with either fruit discs or cereal chunks and allowed to trade for 
the other treat, however, the monkeys overall—and each subject individually—chose 
to exchange only a very small percentage of the endowed treats for the other. The effect 
held even when the experimenters offered the subjects an additional incentive of oats to 
account for any perceived transaction costs.

Brosnan et al. (2007) found that 58% of their chimpanzee population preferred a 
peanut butter snack to a frozen juice bar when given the choice between the two food 
items, but 79% who were endowed with the peanut butter and offered to trade for a 
juice bar kept the peanut butter and 58% endowed with a juice bar kept it rather than 
trading for peanut butter (see also Jones and Brosnan (2008)). The chimps willingly 
traded toys back and forth with the experimenters, so there was no indication that they 
were unwilling to engage with humans, viewed transaction costs as particularly high, 
or feared being tricked and left with nothing. When food was at stake, however, they 
demonstrated an enhanced preference for the item they possessed.

2.2.2 Transactional Disutility
Rather than reflecting differential valuations of the underlying substantive entitlement 
at issue based on endowment status, the endowment effect could be caused by differen-
tial responses the endowed and the unendowed have to engaging in particular transac-
tions, even when transaction costs, as usually understood, are very low.

Although market transactions are a fixture of modern societies, there might still 
be some items that people will resist evaluating in terms of dollars, causing sellers to 
demand a high price for an entitlement to compensate them for the inherent value of 
the entitlement and the discomfort of subjecting the entitlement to a market trans-
action, and causing buyers to offer prices lower than an entitlement’s inherent value 
to compensate for the discomfort associated with participating in the transaction 
(Kelman 1998). For example, Abel might despise neighbor Baker’s loud stereo but feel so 
uncomfortable with the thought of paying Baker to turn the volume down that Abel’s 
WTP is very low. But if the city government were to classify loud music as a nuisance, 
Abel might feel so uncomfortable with the idea of accepting money from a neighbor 
that his WTA to not enforce the law might be extremely high. A closely related idea is 
that people have a desire to “close transactions” (Kelman 1979) and they often prefer not 
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to continually update their valuations of various entitlements. Willingness to sell only 
if the price is high enough to be clearly worthwhile, or willingness to buy only if the 
price is low enough to be clearly worthwhile, could reflect this intuition.

The endowment effect could be driven by transactional disutility on the part of buy-
ers and sellers, but it is also consistent with the intuition that participating in some 
transactions will create disutility for sellers but not for buyers. The ordinary consumer 
goods often used in endowment effect experiments are commonly purchased by ordi-
nary individuals, suggesting that WTP values are unlikely to be depressed by a distaste 
for commodification. But most individuals do not sell consumer goods unless they are 
engaged professionally in the business of selling such items. It is possible that the dis-
taste associated with selling even common items might cause individuals who are not 
frequent sellers to demand compensation for that discomfort in addition to the inher-
ent value of the goods. This intuition is consistent with the finding that the endowment 
effect is less likely when subjects are frequent market participants.

In some contexts, legitimacy norms proscribe the sale of some entitlements, such as 
those that explicitly involve health and safety, personal integrity, and environmental 
protections, although there often is not an equally strong normative injunction to buy 
such entitlements if they are unowned. In one experiment, Boyce and colleagues (1992) 
found that a disparity between subjects’ WTA and WTP for a small tree increased dra-
matically when subjects were told that any trees left in the possession of the experi-
menters would be destroyed. This additional piece of information caused the subjects’ 
WTA values to increase substantially while WTP values remained constant, suggest-
ing that subjects felt it would be wrong to sell a tree that would then be destroyed, but 
that their moral obligation did not extend to paying to protect a tree. This might be 
because a single seller can seem uniquely morally responsible, whereas moral culpabil-
ity for not buying is diluted because there are many good causes in which to invest and 
also many other nonbuyers with whom to share culpability for not buying.

2.2.3 Regret Avoidance
Another potential explanation of the endowment effect, rooted in the participation 
in transactions rather than the valuation of the underlying substantive entitlement 
itself, is that valuation uncertainty leads to risk-averse trading behavior in order to 
minimize the risk of ex post regret. When an individual engages in any transaction 
in which his preferences are at all uncertain, there is a risk that, with hindsight, he will 
decide that the transaction actually reduced his total utility, which can cause him to 
regret his choice. Owners might be willing relinquish an entitlement only if offered 
the inherent value of the entitlement plus a premium to compensate for the possibility 
of future regret, and nonowners might be willing to pay only the expected value of the 
entitlement less a discount to compensate for the risk of future regret. differences in 
WTP and WTA prices thus could be seen as a regret-avoidance premium (Loomes and 
Sugden 1982).

The regret-avoidance explanation can explain the endowment effect, however, only 
if the utility consequence of regretting a “bad” decision to engage in a transaction is 
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greater than the utility consequence of regretting a “bad” decision not to engage in a 
transaction, and the utility consequence of regretting making a “bad” decision is 
greater than the utility consequence of rejoicing over making a “good” decision. There 
is reason to suspect that both of these assumptions are correct, at least often.

As to the former, it is plausible to think that actions are more salient than failures to 
act, and thus have the potential to cause greater regret. After all, in the course of a day, 
we make relatively few decisions to act affirmatively (i.e., engage in transactions) com-
pared to all the decisions we implicitly make not to act affirmatively (i.e., not engage in 
possible transactions). Empirical research is consistent with this intuition about regret 
(Gilovich and Medvec 1995) and supports the claim that people tend to prefer harmful 
omissions to harmful commissions (Ritov and Baron 1990).

The latter assumption is less intuitive but finds support in empirical research as 
well: although people are happy when they can attribute decisions that look good in hind-
sight to their own agency, that positive emotion appears to be weaker than the unhappiness 
that results when their choices lead to decisions that look bad in hindsight (Taylor 1991).

The regret-avoidance theory is consistent with the observation that the disparity 
between WTP and WTA increases as the value of the entitlement becomes more uncer-
tain, and with the somewhat peculiar specific finding that there is no endowment effect 
for tokens with a fixed cash value while there is an endowment effect for tokens with 
an uncertain cash value within a specified range (van dijk and van Knippenberg 1998). 
There is little likelihood of future regret if one were to sell a token worth $5 for exactly 
$5. There is a possibility of future regret, however, if one were to sell a lottery ticket for 
$5 at it later pays off $10, even if the ex ante expected value of ticket was $5.

Two recent studies lend further support to this theory. Weaver and Frederick 2012 
(WF) show that when subjects have information concerning the market price of the 
entitlement at issue, buyers bid their use valuation of the entitlement (which is lower 
than market price, on average, because most people value most goods below market 
price), but seller bids are anchored by the market price. These results are consistent 
with findings by Simonson and drolet (2004) that when subject predictions of typical 
store prices of items are manipulated with anchor values, WTA valuations are affected 
more than WTP valuations. WF infer that greater seller focus on external prices indi-
cates that endowed subjects worry about getting an objectively bad deal, whereas unen-
dowed subjects are not symmetrically concerned with missing out on an objectively 
good deal if the price exceeds their subjective value.

Arlen and Tontrup (2013) (AT) endowed subjects with a lottery ticket labeled “heads” 
or “tails” redeemable for 8 euros if it matched the result of a forthcoming coin toss. 
Subjects in a baseline group were offered the opportunity to trade their tickets for 
tickets with the opposite label plus 25 cents. Subjects in a second group were told that 
an agent subject (with a financial incentive to recommend trading) would decide for 
them whether to trade, but that they then could veto the agent’s decision if they wished. 
Seventy percent of subjects in the baseline group refused to trade, but 69% of subjects 
in the agency group declined to exercise their veto over the agent’s decision to trade. 
Given that subjects knew both that their agents had a profit incentive to recommend 
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the trade and had no private information about the potential outcome of the coin flip, 
AT contend that the agent’s recommendation could have no plausible effect on the sub-
ject’s decision other than to lessen the subject’s responsibility for the decision, and thus 
protect against ex post regret that she might feel if she were to lose the coin flip.

2.2.4 Attention
Johnson, Haubl, and Keinan 2007 (JHK) propose that the endowment effect is best 
explained by query theory, a more general psychological theory that preferences 
depend on the order in which an actor considers costs and benefits of a potential 
change in status. Specifically, JHK contend that endowment status affects the atten-
tion paid to the different consequence of transactions. They propose that, in the face 
of a potential transaction, people first consider the advantages of the status quo and 
then the advantages of the alternative. A primacy effect in memory causes us to better 
recall the results of the first inquiry, which results in both buyers and sellers placing 
greater mental emphasis on the benefits of the status quo relative to the alternative. The 
consequence is a bias in our prediction about the utility consequences of trading or not 
trading. In other words, the aversion to losses comes from the effect that the reference 
point has on the cognitive process individuals often use when evaluating the costs and 
benefits of transacting.

JHK provide support for this theory by conducting a familiar mug experiment 
but asking both “sellers” (endowed with the mug) and “choosers” (not endowed) to 
write down all the reasons they would rather have either the mug or the money prior 
to determining their valuations. Sellers, on average, valued the mug at a significantly 
higher price than choosers ($5.71 to $3.42), with sellers identifying significantly more 
positive aspects of keeping the mug than of trading for money, and choosers identify-
ing more positive aspects of having money than of obtaining a mug. The experimenters 
then directed sellers to first list the positive aspects of trading mug for money (followed 
by negative aspects) and choosers to first list the positive aspects of obtaining the mug 
rather than money (followed by negative aspects). With this manipulation, the endow-
ment effect disappeared almost entirely

2.3 Concluding Thoughts

The weight of the evidence suggests that endowment status affects valuation, on aver-
age, in many contexts, by acting as a reference point that distinguishes between per-
ceived “gains” and perceived “losses.” But attributing the endowment effect to loss 
aversion does not, in itself, identify a psychological mechanism. The endowment effect 
could result from attachment to endowments, disutility associated with transact-
ing, regret aversion, and/or differential attention paid to the status quo compared to 
alternatives.

To make matters more complicated, it seems likely that the endowment effect 
is caused by a combination of these factors, not just a single one (Sayman and 
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Onculer 2005). In a study using bottles of wine, for example, Georgantzis and 
Navarro-Martinez (2010) found that subjects’ higher WTA prices (compared to WTP 
prices) were attributable to both greater positive feelings for the wine resulting from 
endowment and uncertainty concerning its value, suggesting that both attachment 
and regret avoidance were at play. Regression analysis conducted by JHK (2007) indi-
cates that their attention hypothesis explains only a portion of the endowment effect 
that they measured. Furthermore, although instructing sellers and choosers to list 
aspects of the proposed transaction in the opposite order of what seems most natural 
succeeded in eliminating the endowment effect, it did not create a reverse, “nonen-
dowment effect,” as would be expected if aspect ordering were the endowment effect’s 
sole cause.

The difficulties posed by the lack of clarity concerning the endowment effect’s pre-
cise causes for scholars who wish to evaluate the effect’s normative implications are 
considered in Section 3.

3 The Endowment Effect and Economic 
Analysis of Law

Economic analysis often adopts the normative position that entitlements should be 
allocated efficiently, usually understood to mean that they should be allocated to the 
claimants likely to place the highest monetary value on them. By demonstrating that 
claimants will often lack a single valuation for an entitlement, evidence of the endow-
ment effect raises substantial conceptual challenges to this analysis. Legal scholars 
have risen to the challenge by exploring the impact of the endowment effect in a wide 
variety of areas. Space limitations prevent this chapter from considering more than a 
fraction of such attempts. At the same time, as this section attempts to demonstrate, 
legal scholarship has yet to reach consensus concerning how the endowment effect 
should affect policy analysis.

3.1 Assigning Entitlements

Law and economics analysis typically assumes legal entitlements should be assigned 
to the claimants who value them the most. Any other assignment will create trans-
action costs, as higher-value claimants purchase the entitlements from lower-value 
claimants. If transaction costs are too high, the result could be allocative inefficiency, 
as higher-value claimants fail to obtain them from lower-value claimants (Posner 2007, 
§3.6). The endowment effect heightens the case for “market mimicking” allocations by 
indicating that that initial assignments will be “sticky” even if the transaction costs 
associated with reallocation are low. But the endowment effect also raises conceptual 
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problems for market mimicking because it is conceivable that some parties could have 
higher WTP values while others have higher WTA values.

Some scholars have proposed that one of the two value measures, WTA or WTP, 
always be respected, but such approaches tend to implicitly assume a particular cause 
of the endowment effect. Herbert Hovenkamp, for example, contends that wealth is 
maximized when entitlements are allocated to the claimant with the highest WTA 
value (Hovenkamp 1990, 1991, 1994), but this depends on his assumption that the cause 
of the endowment effect is that some individuals are wealth and liquidity constrained 
and simply cannot afford to bid as much for entitlements as they actually desire them. 
Hovenkamp’s argument is defensible given that assumption, but not if other factors 
drive the endowment effect.

I have argued that the theoretically proper entitlement allocation demands close 
attention to situation-specific causes of the endowment effect. If the differential 
between WTP and WTA values is explained by attachment, WTA values should serve 
as the basis for allocation decisions because this will ensure entitlements are granted to 
those who will value them most ex post. But if the differential is explained by transac-
tional disutility that accompanies selling but not buying, then WTP is a more accurate 
measure of the claimant’s value for the entitlement at issue. This is because if the state 
does not initially award the entitlement to the claimant, the claimant will never actu-
ally suffer the disutility or fear of ex post regret that he would suffer if he were to vol-
untarily give up the entitlement (Korobkin 1994). This approach would run into severe 
practical obstacles, of course.

Cass Sunstein (1986) has argued that the endowment effect demonstrates market 
mimicking is an incoherent allocation strategy and ought to be abandoned. He con-
cludes that the endowment effect supports “considerable legislative and judicial intru-
sion into private preference structures,” rather than basing legal structures on existing 
private preferences that are clearly context-dependent. Because law can shape private 
preferences, Sunstein argues that the law should attempt to do so for the better, as 
defined by policymakers, rather than react to existing revealed preferences in the name 
of efficiency, as traditional economic analysis would do.

One way to avoid the problem of choosing between WTP and WTA measures with-
out giving up on the concept of efficiency in resource allocation might be for the law to 
attempt to obscure the reference point that an endowment creates, in hopes of mini-
mizing any endowment effect in an effort to spur private ordering. This approach might 
favor context-specific legal “standards” over bright-line “rules” (Korobkin 2000). 
A factory owner might have a very high WTA for installing pollution mitigation equip-
ment if he has a clear right to pollute, and the factory’s neighbors might have a very 
high WTA for installing air conditioning and HEPA filters on their houses if they have 
a clear right to enjoin the factory’s operation. But if the law permits only “reasonable” 
amounts of air pollution, clouding who is legally entitled in the particular case, the par-
ties might be more willing to determine which can mitigate the harm more cheaply and 
jointly fund that technology. This theory finds some support in the well-known fact 
that most lawsuits are settled prior to adjudication, when endowments are in dispute, 
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but that litigants rarely renegotiate entitlements after a court has finally adjudicated a 
case and thus clarified which party owns the disputed entitlement (Farnsworth 1999).

Similarly, the law might attempt to create multiple or competing reference points, 
obscuring which party has a possessory interest or expectation of a particular course of 
action. Ginsburg, Masur, and McAdams (forthcoming) suggest temporary legislation 
that reverses entitlements after a set amount of time. The policy goal of these authors 
is to generate better information on the costs and benefits of particular legal rules. For 
example, they suggest a law prohibiting smoking in bars that sunsets after a set amount 
of time will produce data concerning the costs and benefits of laws that either allow 
or prohibit smoking. But shifting entitlements could also potentially facilitate private 
ordering (in this case, some bars deciding to allow smoking and others deciding to 
prohibit it) by reducing the attachment that either group of claimants feel toward any 
particular equilibrium. during the 2012 presidential campaign and the “fiscal cliff” 
negotiations that followed, Republicans attempted to frame changes from Bush-era tax 
rates as tax increases, while democrats argued that the appropriate reference point for 
discussion was the higher rates that would apply by law when those “temporary” rates 
expired. Perhaps the uncertainty as to the appropriate reference point undermined the 
bias toward policy conservatism that the endowment effect can create, enabling some 
congressmen to vote in favor of the successful tax bill that increased rates for some 
taxpayers relative to the rates in place on december 31, 2012, but not relative to the tax 
rates that took effect one minute past midnight on January 1, 2013 (Public Law 112-240, 
126 Stat. 2313).

Should the policy response to an attachment-caused endowment effect be differ-
ent if the entitlement in question is nonrivalrous—that is, it can be both enjoyed and 
transferred? Buccafusco and Sprigman (2011) (BS) argue that it should. They claim 
that the fact that creators of intellectual property that can be enjoyed by one individ-
ual and simultaneously licensed to others exhibit higher WTA prices than noncre-
ators (in an experiment that they conducted) counsels for vesting rights in sponsors 
of creations, rather than in creators themselves, in order to facilitate more licensing 
transactions. The key to their argument is that, when enjoyment of an entitlement is 
nonrivalrous, assigning licensing rights to parties with lower WTA will not have the 
attendant cost of depriving high-WTA creators of their enjoyment value, as is the case 
when consumption is rivalrous. Even if painters adore their paintings more than any-
one else, the argument goes, we don’t maximize social welfare by giving painters the 
right to sell copies (which they will do only at high prices), because painters can still 
spend all day staring at and enjoying their works even if someone else has the right to 
sell copies.

BS assume, but do not actually demonstrate, that their “creator” subjects have 
greater endowment effects than noncreators. Although the creators demonstrated 
higher WTA prices than noncreators, they might have had equally stratospheric WTP 
prices—BS did not study the latter measure for the creator group. If creators have 
WTP prices that exceed the WTA prices of noncreators, assigning rights to exploit the 
rents of the creation to noncreators would serve only to generate transaction costs, as 
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creators would purchase the rights in question from the noncreator entitlement holders 
(absent liquidity constraints).

But even assuming that creators have a pronounced endowment effect—that is, 
abnormally high WTA prices but ordinary WTP prices—there is a substantive weak-
ness to the normative conclusion suggested by BS. Even though consumption of some 
intellectual property is nonrivalrous, such that creators could continue to enjoy cre-
ations that are simultaneously licensed to others, the rents available from licensing are 
limited. Any proposal that involves depriving creators of property rights must take 
into account the dynamic effects on production that such a policy will certainly have. 
Even if vesting such rights in noncreators would facilitate transactions in nonrivalrous 
goods once those goods exist, it would reduce the incentive to create, potentially lead-
ing to an inefficient undersupply of creations.

3.2 Redistributing Rights

The government—in the form of courts, legislatures, and administrative agencies—
often faces the issue of whether it should redistribute an entitlement that is allocated ex 
ante to one class of claimants. The endowment effect leads to the prediction that, once 
established, altering the status quo will be difficult because parties who benefit from 
the status quo will fight harder to avoid a change in the status quo than they would 
have fought to establish their preferred position in a counterfactual world. This predic-
tion is difficult to test because it mirrors the prediction of public choice theory that the 
regulatory status quo is difficult to change due to the entrenchment of interest groups. 
At a minimum, however, the endowment effect is likely to increase the inertia in favor 
of existing regulatory policies. More speculatively and interestingly, the endowment 
effect might well provide a better primary explanation for regulatory inertia than does 
public choice theory because it can be argued that, in the absence of the endowment 
effect, rational interest groups should be expected to exert as much effort in the politi-
cal process to secure potential gains as to prevent potential losses of the same magni-
tude (Zamir 2012).

A corollary to the prediction that the endowment effect will entrench the regulatory 
status quo is that imposing new or more stringent regulations on existing entitlements 
will tend to be disfavored relative to regulating new entitlements (Sunstein 1998). All 
other things being equal, regulating new entitlements is likely to generate less oppo-
sition because the entitlement holders will lack a sense of endowment in the regula-
tory status quo. For example, imposing new pollution standards on existing sources 
of greenhouse gases in order to mitigate global climate change will be difficult because 
losses, in the form of economic dislocation, will loom larger than the potential envi-
ronmental gains (Rachlinski 2000). On the other hand, regulating future sources of 
greenhouse gases may be a more politically promising strategy.

Is a bias of law in favor of the status quo normatively appropriate? Without the 
endowment effect, an efficiency analysis of a proposed redistribution of an existing 
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good or right would be simple, at least in theory: compare the value placed on for the 
entitlement of the would-be beneficiaries (“winners”) to the value of the entitlement 
to the would-be burdened class (“losers”). When endowment status affects valuation, 
however, this comparison would tend to lead to conservative policy choices with a 
strong bias in favor of the status quo, because the winners’ WTP values (which will 
tend to be lower) would be compared to the losers’ WTA values (which would tend to be 
higher). The bias clearly has political implications, as it suggests that society’s “haves” 
will prevail over its “have-nots” in policy disputes even more often than under tradi-
tional economic analysis, which itself is often criticized for favoring those who have the 
dollars to back up their preferences relative to those who do not.

If the high WTA value of the burdened group reflects that it would experience greater 
negative utility from redistribution than the remainder of the polity would experience 
positive utility, as, for example, the attachment explanation would suggest, redistribu-
tion can be viewed as inefficient and, thus, normatively undesirable. The implicit value 
judgment inherent in this proposition is that the effect that entitlement status has on 
the strength of individuals’ preferences is as relevant to individual utility, and hence 
to social welfare, as an entitlement’s tangible attributes are. If I value a mug in part 
because of the use I can put it to, in part because of the enjoyment I will get from look-
ing at it, and in part because I am attached to it (or not), the third factor that contributes 
to my overall utility is no less deserving of respect than the first two.

But this conclusion is, at least, contestable. We humans are noticeably bad at affective 
forecasting, and we usually adapt quickly to changes in circumstances (Korobkin 2011). 
If I suffer negative utility when I lose an entitlement in part because of the attachment 
I feel toward it, perhaps I will soon become just as attached to the entitlements I receive 
in compensation (or purchase with the dollars I receive in compensation) and end up 
no worse off. This seems especially likely if the attachment I feel to my endowments is 
the result of an evolutionary instinct I have to protect what I possess, an instinct likely 
to produce little survival advantage in the twenty-first century. This conjecture finds 
support in a recent experiment. Engelmann and Hollard (2010) randomly endowed 
subjects with one of two consumer goods of approximately equal market value (Round 
1). Some were allowed to trade with a subject endowed with the other good if they 
wanted to, while others were required to trade. All subjects were then endowed with 
one or two other goods as compensation for participating in a survey and allowed to 
trade with another subject if they wanted (Round 2). Subjects who were forced to trade 
in Round 1 demonstrated no endowment effect in Round 2—perhaps because they 
learned how easily they adapted to changed circumstances—but subjects not forced to 
trade in Round 1 did demonstrate an endowment effect in Round 2.

Where the endowment effect is driven by transactional disutility or regret avoid-
ance—especially if caution toward transacting is experienced more by sellers than 
buyers—a strong argument can be made for ignoring WTA values and redistribut-
ing entitlements to individuals or groups with higher WTP even when the winners’ 
WTP would not exceed the losers’ WTA (and, therefore, voluntary exchange would not 
occur). The logic is that if a voluntary exchange is impeded by the owner’s desire not 
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to commodify the entitlement or fear of later regretting a decision to sell, involuntary 
redistribution would avoid those costs, so they are property ignored in an efficiency 
analysis (Korobkin 1994, 1998a).

Like the consequences of attachment as an endowment effect explanation, however, 
this normative account of how legal policy should respond if the endowment effect is 
driven by transaction disutility is contestable, for at least two reasons. First, the claim 
that transaction disutility should be ignored in theory if it can be avoided in practice 
implicitly assumes that decisional autonomy itself has zero value (Korobkin 2011; 
Blumenthal 2007). The freedom to make one’s own decisions certainly has utility conse-
quences. If so, policymakers interested in efficiency would need to balance the costs to 
autonomy of forced redistribution against the potential benefits that would result from 
increased direct enjoyment of entitlement ownership. It is quite possible that the loss of 
autonomy suffered by the losers of an entitlement reallocation would create greater dis-
utility than would be associated with voluntarily transacting (Lewinsohn-Zamir 2012).

Second, forced distribution—and both the cost to autonomy and the potential for 
error when government actors incorrectly believe that the winners value the entitle-
ment more than the losers do—is arguably unnecessary if entitlement holders have a 
way to avoid the potential transactional disutility associated with selling. Recall that 
AT demonstrated experimentally that a majority of experimental subjects without an 
agent declined to trade a lottery ticket for a ticket with identical odds of winning plus 25 
cents, but a majority of subjects assigned an agent who recommended the trade (as the 
agents’ publicly transparent compensation structure incentivized them to do) declined 
to veto the agent’s recommendation (Arlen and Tontrup 2013). In another variation of 
the experiment, AT also found that half of principals given the choice of making the 
decision themselves or delegating it initially to an agent chose to delegate, and nearly 
all of those who delegated subsequently abided by the agent’s decision rather than veto-
ing it, as they were permitted to do. That is, at least in a context in which an endowment 
effect results from the fear of regret associated with selling an entitlement of uncer-
tain value, subjects seemed able to reduce transactional disutility enough to enter in a 
transaction with positive expected value by delegating the actual decision.

3.3 Facilitating Private Transactions

In addition to allocating or reallocating legal entitlements, law facilitates the realloca-
tion of clearly established entitlements between private parties. The endowment effect 
has consequences for the use of law for this purpose as well.

Most contract law rules are “default” rules rather than “immutable” rules (Ayres and 
Gertner 1989). That is, the rules apply to parties that fail to negotiate their own terms to 
govern their transaction, but parties may opt for different rules by mutual agreement. 
The content of a default term is not a legal endowment in the sense that a property right 
is. Unlike mugs, lottery tickets, or even public goods, which an entitlement holder can 
use and enjoy without the assent or assistance of anyone else, a party that stands to 
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benefit from a default rule can do so only if she is able to convince another party to con-
tract with her and accept that term (Zamir 1997; Korobkin 1998a). Still, since default 
terms will govern the parties if a contract is reached unless another term is chosen, 
it seems plausible that they might serve as reference points from which actors judge 
changes as either “gains” or “losses,” in the same way that property rights or physical 
possession often serve as such reference points.

In a series of experiments I conducted, law students were asked to play the role of 
a lawyer negotiating a shipping contract on behalf of an overnight delivery company 
(Korobkin 1998b). In one type of scenario, subjects were told that there were two pos-
sible terms that could be used in the contract to deal with a particular issue, one of 
which clearly favored the subjects’ client and the other that clearly favored the counter-
party. Half of the subjects were told that the term favoring their client was the default 
and were thus asked to provide their WTA price (on a per-package basis) to agree to 
insert term B into the contract, thus contracting around the default term. The other 
half of the subjects were told that term B was the default term and were asked to provide 
their WTP for inserting term A into the contract, thus contracting around the default. 
In both scenarios, WTA values significantly exceeded WTP values; in other words, the 
strength of the subjects’ preferences for the term that benefited their client was biased 
in favor of whichever term was identified as the default.

To be sure, contracting parties might demonstrate a preference for default terms for 
reasons other than the endowment effect. For example, individuals without complete 
information about the costs and benefits of various terms might view the state’s choice 
of a default term as signaling information about the quality of that term that increases 
the term’s desirability. Parties might assume that most other sets of parties will accept 
the default term and that using the most popular term would therefore provide network 
benefits. Or parties might prefer a default term out of fear that suggesting an alternative 
might signal to the other party that the party seeking to avoid the default is likely to be 
an undesirable contracting partner (Ben-Shahar and Pottow 2006). But default terms 
seem to have a stronger effect than can be explained by any of these hypotheses. My 
experiments demonstrate that the bias in favor of default terms can persist even when 
the economic value of that term to the parties is clear (thus controlling for the signaling 
value of a term), when contracting around the default does not require the party to pro-
pose doing so (thus controlling for the possibility of signaling one’s undesirability as 
a trading partner), and even when parties are told that what is perceived as the default 
term will be accepted by only a minority of parties (thus controlling for the network 
externalities explanation).

These experiments demonstrate the positive point that the selection of default rules 
can have a substantive effect on private ordering. As usual, the normative implications 
are less obvious. How should legal policymakers behave differently knowing that the 
endowment effect exists for contract terms?

I have argued that the evidence suggests three basic policy prescriptions. First, 
because the endowment effect makes default terms sticky and reduces the number 
of parties expected to contract around defaults, it is particularly important to select 
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default terms that maximize efficiency for most contracting parties. Second, because 
some parties will not contract around default terms that are objectively less efficient 
than alternative terms, “tailored” defaults (defaults based on the factual circumstances 
of individual transactions) are preferable to “untailored” defaults (defaults that apply 
to all contracting parties). Third, for contingencies that are highly salient to parties 
such that they are unlikely to forget to negotiate terms to address them, it might be 
preferable not to provide a default term at all, instead denying enforcement of contracts 
that fail to provide a term to govern that contingency (Korobkin 1998b). This analy-
sis assumes that policymakers care only about maximizing the utility of the contract-
ing parties and have no substantive preference for any specific contract compared to 
any other. If a contract term will create externalities, then the stickiness caused by the 
endowment effect can be employed to encourage that more socially beneficial term 
without mandating it (Korobkin 2009).

It has also been suggested that the stickiness of default terms suggests that poli-
cymakers can achieve redistributional aims through their choice of contract default 
rules. To take one example, Millon (1998) contends that establishing a “just cause” 
default term for termination in employment contracts (rather than an “at will” 
default) would transfer wealth from employers to employees. The reasoning of the 
endowment effect suggests that employers who bargain around a just-cause default 
for an at-will term would have to offer employees higher compensation, making 
employees better off than they would be under an at-will default, because employ-
ees who feel endowed with just-cause protection will value it more highly than 
those who feel unendowed. But the increased employee preference for just-cause 
protection that results from the quasi-endowment will also cause some employers 
to accept a just-cause term and offset its cost in other aspects of the employment 
contract. Whether these employees would be better off with that trade-off depends 
on whether their WTA price for just-cause protection accurately mirrors the true 
value to them of that protection or overstates it—the endowment effect’s founda-
tional riddle.

This implication of the endowment effect for the analysis of contract default rules 
is complicated by the fact that, as is the case for property rights, a rule of contract law 
is not the only potential reference point that individuals will use when evaluating 
whether an alternative course of action would constitute a gain or loss. Specifically, 
common or standard contract terms can create a reference point, from which parties 
determine whether they are gaining or losing. Just as the endowment effect can make 
default rules of contract law sticky, it can make customary terms sticky. In one of my 
experiments, subjects were told that they had agreed with their negotiation counter-
part to use a standard industry form as the basis for their negotiation, but that each 
term would be individually negotiated. They were also told that the form term was the 
opposite of the legal default rule. That is, if the subjects contracted around the form 
term, they would reestablish the default term that the standard form circumvented. 
In this set of experiments, subjects’ preferences were biased in favor of the form term, 
rather than in favor of the default rule (Korobkin 1998b).
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A consequence of this finding is that market participants with superior legal knowl-
edge and business acumen (usually sellers) can potentially reduce resistance on the 
part of their contracting counterparts (usually buyers) to terms that favor them by cre-
ating alternative reference points, such as the text of standard form contracts. If such 
tactics are normatively undesirable, the law can perhaps prohibit sellers from taking 
steps likely to shift the reference point. For example, after a political uproar over banks 
charging consumers huge fees for attempting to withdraw cash from an ATM or using 
a debit card when doing so would overdraw their accounts, in 2010 the federal gov-
ernment required that banks only be able to provide such overdraft protection when 
customers affirmatively opted in, rather than making overdraft protection part of the 
standard bundle (Willis 2013). But for this approach to promote efficiency, lawmak-
ers either need a theory as to why WTP values are a better proxy for preferences than 
WTA values, or a theory of market failure external to the endowment effect, such as, 
for example, that buyers are harmed by seller behavior but usually do not realize this 
because they do not pay attention to most contract terms.

3.4 Rules Protecting Entitlements

Finally, the law protects entitlements by resolving disputes. How we understand the 
positive and normative consequences of this aspect of law is also affected by the endow-
ment effect.

3.4.1 Burden of Proof
When two or more claimants dispute which is endowed with a legal right, they often 
turn to the courts for resolution. Since the legal entitlement at issue is necessarily dis-
puted in such situations, a lawyer might predict that no endowment effect would be 
present. But experimental evidence suggests that the defendant’s physical possession 
of resources that the plaintiff seeks causes most observers to perceive the defendant 
as endowed and the plaintiff as unendowed in this situation. Zamir and Ritov (2012) 
(ZR) have demonstrated that, in this context, legally trained experimental subjects are 
unwilling to rule for plaintiffs, and thus redistribute resources to them from defen-
dants, unless the weight of evidence substantially favors a plaintiff, even when the legal 
standard technically requires only a simple preponderance of the evidence.

If both plaintiffs and defendants accept that the defendant enjoys endowed status 
(see Rachlinski 1996, Zamir and Ritov 2010), this application of the burden of proof can 
be defended normatively (at least assuming an attachment explanation of the endow-
ment effect) on the ground that an erroneous ruling concerning which party actually 
enjoys the legal endowment will harm defendants more than plaintiffs. But this argu-
ment loses its force if plaintiffs believe they are endowed with the legal entitlement to 
the redress that they seek, which is probably the case in at least some circumstances (see 
Korobkin and Guthrie 1994). In addition, as ZR point out, even if judicial bias in favor 
of defendants in the resolution of disputes over legal entitlements would maximize ex 
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ante social welfare, such a bias has the clearly undesirable consequence of encouraging 
claimants to act with reference to possession rather than the rule of law.

3.4.2 Choice of Remedy
It has long been recognized that the quality of an entitlement depends on whether it 
can be vindicated by the power of a judicial injunction (“property rules”) or, alter-
natively, it can be violated so long as the violator pays a court-determined amount of 
money damages—usually the amount necessary to make the owner “whole” (liability 
rules) (Calabresi and Melamed 1972). Traditional economic analysis assumes that the 
choice of remedy does not affect the entitlement holder’s valuation, and reaches nor-
mative conclusions as to the appropriate type of remedy by comparing the transaction 
costs of property rules arising from the fact that nonowners must bargain with owners 
to obtain entitlements with the risks of judicial error by courts called on to set the price 
of liability rules (Polinsky 1980).

In two experiments, Rachlinski and Jourden (1998) (RJ) investigated whether the 
nature of the remedial protection might affect the extent or even the existence of the 
endowment effect. The authors had subjects play the role of the manager of an envi-
ronmental preservation trust that either might have to “buy” environmental protection 
from corporations that threaten to harm the environment or “sell” rights to create harm. 
They found a significant endowment effect when subjects were told the entitlements in 
question were protected by property rules, but not when subjects were told rights were 
protected by a type of liability rules (Rachlinski and Jourden 1998). RJ conclude that 
their data suggests the relatively weak protection of liability rules undermines the sense 
of endowment and weakens its role as a reference point for gain/loss attributions.

There is reason to believe, however, that RJ’s results could be particularly sensitive 
to the precise context of the experiments. This experiment concerned environmental 
entitlements, which are particularly suited to the transactional disutility explanation 
for the endowment effect, and the difference in results between the property-rule sub-
jects and the liability-rules subjects were driven by particularly high levels of unwill-
ingness to sell under the injunction remedy. It is possible that the endowment effect 
observed under the property rule was motivated by subjects’ belief that it is improper 
to sell an environmental resource that one can protect, and that this belief was under-
mined in the liability rule scenarios because the law permitted the destruction of the 
resource for a price. In other words, the results might have been driven by what the 
choice of remedies says about society’s commitment to the environment rather than by 
any differences in feelings of ownership that the choice creates. Thus, while the results 
certainly show something, it is unclear whether they suggest that liability rules will 
reduce the endowment effect generally, or just in situations in which high WTA prices 
under property rules reflect a community perception that selling that type of entitle-
ment is immoral—a perception that could conceivably be weakened by protecting the 
entitlement with only a liability rule.

If the appropriate positive conclusion to be drawn is unclear, the normative 
implication also seems obscure. RJ contend that enforcement rules that avoid an 
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endowment effect are preferable to rules that create an endowment effect. But 
this assumes that the endowment effect is undesirable, a conclusion that, again, 
seems to depend on the cause of the WTP-WTA differential in particular contexts. 
If higher WTA values ref lect true attachment to the entitlement, a rule that pre-
vents owners from developing such attachment arguably reduces potential social 
welfare.

3.4.3 Measuring Damages
When liability rules require courts to award compensatory damages to compensate an 
entitlement owner, the endowment effect implies that the value of compensatory dam-
ages might differ depending whether the question is framed as the amount necessary 
to cause a victim to voluntarily suffer a harm or as the amount the victim would pay to 
rescind the harm.

McCaffery, Kahneman, and Spitzer (1995) (MKS) provide data supporting this implica-
tion. Experimental subjects placed in the role of jurors were asked to award damages to 
a plaintiff for the pain and suffering of an injury. Half of the subjects were instructed to 
determine how much the plaintiff would need to be made “whole,” while the other half 
were told to determine the amount that the plaintiff would have required to willingly 
accept the injury. Responses of the second group were twice as high as those of the first, on 
average.

Again, the normative implications of such a large difference are debatable. MKS 
contend that the higher, WTA responses would overcompensate victims. This posi-
tion is at odds with that taken by some scholars who have addressed the question in 
the context of environmental harms, who have argued that environmental degrada-
tion constitutes a loss from the status quo and should thus be compensated based on 
WTA values of those who suffer harm (Rutherford et al. 1998; Williams 1995). The MKS 
approach seems defensible if we assume that WTA estimates are high in these types 
of cases because victims voluntarily trade an entitlement to bodily or environmental 
integrity for money, which may be aversive and difficult because people do not like to 
commodify either their health or their environment. There is no need to compensate 
victims for this quantum of harm when their entitlements are taken without their con-
sent. But if we assume other causal explanations of the endowment effect, this reason-
ing might not seem as strong.

The choice of whether compensatory damages should be assessed based on 
the WTA or WTP values of harmed parties also potentially has implications for 
the substantive law of torts. Under a standard understanding of negligence law, 
whether an injury-causing activity is negligent depends on whether the benefits of 
the activity outweigh the expected cost of the risk ex ante, taking into account both 
the likelihood that the activity would cause damages and the extent of those dam-
ages (United States v. Carroll Towing Co. 1947). Under this definition, a WTA-based 
damage measure would render more acts negligent than a WTP-based damage 
measure.
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3.5 Concluding Thoughts

The endowment effect suggests that private parties will trade or alter legal entitle-
ments less often than the Coase Theorem predicts. This friction suggests that the 
role of the law in assigning, redistributing, facilitating private transactions, and 
protecting entitlements could be more important than traditional legal economists 
usually assume when the goal is the efficient allocation of resources. But, at the same 
time, the challenge the endowment effect raises to the established constructs of pref-
erence and value has prevented even legal scholars concerned with promoting effi-
ciency from agreeing on how law and legal policy should respond to the evidence of 
the effect.

4 Conclusion

This chapter seeks to outline the contours of the endowment effect and illustrate the 
breadth of the effect’s relevance to the analysis of law, along with the substantial chal-
lenges to normative analysis that it presents. Regardless of subject area, regardless of 
whether the legal regime in question exists to allocate or reallocate entitlements, facil-
itate their transfer, or enforce substantive rules, and regardless of whether the analyst 
is concerned with positive questions (i.e., what consequences a given legal rule will 
have on the behavior of those subject to it) or normative questions (i.e., what rule or set 
of rules ought to be enacted), the endowment effect bears on any complete analysis of 
the issue.

The concerns, problems, and questions raised by the endowment effect are 
varied and significant enough to serve as a research agenda for legal scholars for 
many years, as well as a discussion agenda for law school instructors. As empiri-
cal research continues to deepen our understanding, both about the contexts in 
which the endowment effect does and does not operate and the causes that drive 
the endowment effect in those contexts, endowment effect analysis hopefully will 
continue to become more precise, more conclusive, and more useful in the design of 
legal policy.
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CHAPTER 13

PROBA BI L I T Y ER ROR S
Overoptimism, Ambiguity Aversion,  

and the Certainty Effect

SEAN HANNON WILLIAMS

1 Introduction

A huge body of literature now documents numerous deviations from expected util-
ity theory. For example, the availability heuristic and the affect heuristic can cause 
people to overestimate risks that are easy to recall or especially salient. Other chapters 
have dealt with these biases. This chapter discusses three other species of probability 
errors: overoptimism, ambiguity aversion, and the certainty effect. It provides a brief 
introduction to each of these phenomena and offers a representative sampling of how 
they can be used to inform our understanding of human behavior and assist policy-
makers in designing legal reforms.
Section 2 of this chapter introduces the vast literature on overoptimism and its impact 
on legal scholarship. Overoptimism causes people to underestimate their likelihood 
of negative events, to overestimate the likelihood of positive events, and to be overly 
confident in each of these erroneous judgments. It also distorts people’s reactions to 
explicit and accurate probabilistic information that they might obtain from others; 
informing people of their actual risk of heart attack, for example, is unlikely to have as 
much impact on their prior probability estimates as it should. despite the existence of 
both situational and dispositional factors that can mitigate overoptimism, a huge range 
of people exhibit overoptimism in a huge range of situations. For example, overopti-
mism affects students when they assess their level of knowledge, leadership skills, ath-
leticism, generosity, and civic responsibility. It affects adults in the general population 
when they assess their driving skill, health risk, ability to pick stocks, and the quality 
of their marriages. It even affects practicing lawyers when they try to predict the out-
come of their cases. Following an exposition of the psychological findings in section 
2.1, section 2.2 provides an overview of the myriad ways that legal scholars have used 
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overoptimism to better understand human behavior. Overoptimism helps explain a 
host of behavioral patterns, including consumer borrowing behavior, the prevalence of 
poor decision-making around litigation and settlement in both the civil and criminal 
contexts, the content of liquidated damages clauses in contracts, the investment deci-
sions of laypersons and CEOs, and the failure of many of us to adequately prepare for a 
host of negative events.
Section 3 discusses the second and third phenomena that this chapter is centered 
around: ambiguity aversion and the certainty effect. Both ambiguity aversion and 
the certainty effect affect how people respond to explicit and accurate probabilistic 
information. Ambiguity aversion reflects the tendency of people to prefer known to 
unknown risks. That is, people prefer to take a gamble with a 15% chance of losing over 
a gamble with a 10 to 20% chance of losing. Section 3.1 outlines the empirical evidence 
supporting ambiguity aversion. Ambiguity aversion has been found in studies of stu-
dents, members of the general population, actuaries, insurance underwriters, delib-
erating partners, and even monkeys. Legal scholars have used ambiguity aversion to 
help explain the stickiness of default rules in contract law, the use of so-called “material 
adverse effect” clauses, and various aspects of plea-bargaining behavior. Legal scholars 
have also explored the possibility of strategically inserting or highlighting ambiguity 
within the law in order to influence behavior and, for example, increase compliance 
with the tax code. Section 3.2 provides an overview of the certainty effect. People who 
exhibit a certainty effect place a premium on certainty and are willing to pay a great 
deal to reduce the probability of negative events to zero. The certainty effect helps 
explain numerous phenomena, including jurors’ resistance to circumstantial evidence, 
the undesirability of probabilistic insurance, and various patterns in both environ-
mental statutes and agency enforcement of those statues.
All three of the phenomena discussed here have dramatically enhanced our under-
standing of human behavior and will continue to play an important role in predicting 
the effects of legal and policy choices.

2 Overoptimism

2.1 Empirical Findings

Overoptimism—an umbrella term that covers a class of more specific biases—is com-
mon, costly, and difficult to correct. People routinely believe that they are better than 
most of their peers. This is commonly referred to as the better-than-average effect or 
the above-average effect. People also exhibit overconfidence, and thereby have an inac-
curate degree of confidence in their abilities as measured on objective scales. People 
also fall prey to a host of self-serving biases that cause them to interpret ambiguous 
information in ways that cast them in a favorable light. These forms of overoptimism 
create two interrelated problems. First, overoptimism can cause people to generate 
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erroneous probability estimates. For example, people routinely underestimate their 
risk of heart attacks and various other negative health events. Second, overoptimism 
affects how people respond to debiasing information that provides them with explicit 
and accurate probability estimates. For example, if the government provides informa-
tion about average heart attack risks, people are likely to discount this information 
because of their belief that they are less likely to suffer a heart attack than the average 
person.

The simplest measure of overoptimism reveals a strong above-average effect. The 
easiest way to test a population for overoptimism is to ask people to compare them-
selves to their peers. If people were accurate in their self-assessments, then about half 
would rate themselves as above average (assuming a symmetrical distribution of the 
relevant trait around a population mean). However, research routinely finds that the 
vast majority of subjects believe that they are above average (Alicke and Govorun 2005; 
Weinstein 1980). This is true both for college students—the subjects of much psycholog-
ical research—and for members of the general population (Jolls, Sunstein, and Thaler 
1998; Weinstein 1987). Compared to their peers, people overwhelmingly think that they 
are better drivers, better leaders, better managers, and better workers. They also believe 
they are smarter, healthier, more sensitive, more ethical, more charitable, more ath-
letic, more attractive, more likely to vote, and more productive. These above-average 
effects are endemic in America, Canada, and Western Europe (dunning, Heath, and 
Suls 2004). For example, 94% of American college professors think that their work is 
above average, and 25% of American students think that they are in the top 1% of their 
peers in terms of leadership ability (Williams 2008).

People exhibit a similar tendency when asked to assess their comparative risk of suf-
fering harm. People think that they are less likely than their peers to experience a host 
of negative life events including alcoholism, car accidents, divorces, unemployment, 
unwanted pregnancy, criminal victimization, heart attacks, heart disease, strokes, 
and skin cancer (Williams 2008). Put another way, people believe that they have 
above-average skill at avoiding most negative events.

Although the simplest way to measure overoptimism is to ask people to compare 
themselves to their peers, researchers have also measured overoptimism by comparing 
self-assessments with objective measurements of ability. When subjects report being 
90% sure that their answer to a general knowledge question on a quiz was correct, 
we might suspect that such answers will be correct about 90% of the time. But these 
answers are only correct between 40% and 75% of the time (Bolger and Önkal-Atay 
2004). Similar patterns emerge when people predict how long it will take them to 
complete a task. This planning fallacy is both common and substantial. Using other 
forms of objective assessments, research has shown that people exhibit overly rosy 
beliefs about their athletic prowess, job performance, and even their ability to detect 
lies. Overall, self-assessments only have a mild correlation with actual performance 
(dunning, Heath, and Suls 2004).

Overoptimism is particularly persistent over time because of two motiva-
tional biases—the self-serving bias and the attribution bias—that lead people to 
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systematically misinterpret data when they have some emotional stake in the outcome 
(Chambers and Windschitl 2004; Weinstein and Klein 1995; dunning, Meyerowitz, 
and Holzberg 1989). These biases affect a host of decisions, only some of which relate to 
overoptimism. For example, people often make self-serving assessments about the fair-
ness of a particular situation (Loewenstein and Moore 2004). But these biases also help 
create and maintain overly optimistic probability estimates.

The self-serving bias leads people to interpret ambiguous information in ways that 
support their desired outcome. “Instead of a naive scientist entering the environment 
in search of the truth, we find the rather unflattering picture of a charlatan trying to 
make the data come out in a manner most advantageous to his or her already-held the-
ories” (Fiske and Taylor 1984). In one set of studies, subjects were assigned the role of 
plaintiff or defendant in a tort suit and given information about the case. Subjects who 
were assigned the role of the plaintiff placed more weight on the facts that yielded a 
higher award. Similarly, subjects assigned the role of defendant assigned more impor-
tance to the facts that supported a lower award. Plaintiffs also predicted higher awards 
than defendants (Babcock and Loewenstein 1977). These optimistic predictions are not 
limited to student subjects. Self-serving biases have also been found among lawyers 
and professional negotiators (Babcock and Loewenstein 1977). Ironically, increasing 
the amount of information available to the decision-maker can strengthen rather than 
weaken the self-serving bias (Thompson and Loewenstein 1992; dunning, Heath, and 
Suls 2004). Increasing the amount of information will often increase the number of 
potentially plausible interpretations of that information. A consumer who knows that 
she has borrowed a lot in the past may not predict that she will borrow in the future 
because she has enough information about her past situation to convince herself that 
her past borrowing was abnormal and unlikely to repeat itself. Just as a person who 
does poorly on a test will tend to view it as uninformative (dogan et al. 2011), she will 
discount the relevance of her past borrowing. After all, she is a responsible person who 
would never live beyond her means.

The attribution bias leads people to attribute negative outcomes to bad luck, while 
attributing positive outcomes to their own personal acumen (Mezulis et  al. 2004). 
Consider again a consumer who has a great deal of private information about the cir-
cumstances of her past borrowing. This consumer will attribute her past borrowing to 
bad luck. It was just bad luck that several bills arrived at once, and it certainty was not 
the result of poor planning or poor self-control. Because people can interpret their past 
borrowing behavior as a response to unique circumstances rather than durable per-
sonality traits, they will do so. This hinders learning form experience.

One student study painted a particularly stark picture of the way that people distort 
information when making predictions of their future performance. When students 
predicted the performance of their peers on an exam, they relied heavily (and correctly) 
on past exam scores. But when they made predictions for themselves, they discounted 
past performance information and gave undue weight to their aspirations—the scores 
that they hoped to achieve. A similar asymmetry emerged when students decided what 
type of information was most important for making these predictions. When students 
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were asked what information they would give to someone else to help them predict 
the student’s future test score, they consistently preferred to supply them with their 
hoped-for score rather than their past scores. In contrast, when students were request-
ing information from others, they consistently ranked past exam score information as 
more important than the other person’s mere aspirations (Helzer and dunning 2012). 
Here, as in other areas, people show “the triumph of hope over experience” (Boswell 
1874).

Self-serving biases, the attribution bias, and other forms of motivated reasoning 
make overoptimism resilient to debiasing (Weinstein 1995; Weinstein 1980). These 
barriers to debiasing persist even when people make repeated decisions with repeated 
feedback, and even if they are given incentives to make accurate predictions. People 
selectively misremember negative feedback and process negative information shal-
lowly (Sedikides and Green 2004; Sanitioso and Wlodarski 2004). In one study of auto 
accidents, researchers compared the self-assessed driving skill of 50 people without 
any accident history with 50 people who had recently been hospitalized because of a 
car accident—34 of whom had been at fault. Perhaps unsurprisingly, these two groups 
both felt that their driving skill was above average. More surprisingly, the two groups 
did not differ with respect to their self-assessed driving skill (Preston and Harris 1965). 
One would have hoped that at least some of the drivers who were at fault would have 
incorporated this evidence into their skill assessments. A study of bridge players at an 
Illinois bridge club is also informative. Although the players accurately recalled their 
record within the club, they were overconfident when predicting the result of their next 
game despite being offered rewards (albeit small ones) for accuracy. This overconfi-
dence persisted, unchanged in magnitude, across more than five predictions each of 
which was followed by outcome feedback (Simons 2013). The same pattern appears in 
student populations. In one study, students in an economics class took three tests and 
predicted their performance on each. After each test they received feedback on their 
performance (in addition, of course, to the performance feedback they already received 
in past economics classes, and on past exams). All students were overly confident on the 
first exam. Only the students who did best on the exams showed any signs of reducing 
their overconfidence over time. Student who got below-average scores on the exams did 
not become more accurate, despite monetary incentives for accuracy (Ferraro 2010).

Even successful debiasing can be short lived and somewhat domain specific. For 
example, immediately after the 1989 California earthquake, students were not overly 
optimistic about their likelihood of being injured in a natural disaster. They were, how-
ever, still overly optimistic in their predictions about other risks. After three months, 
those students returned to being overly optimistic even about natural disasters 
(dunning, Heath, and Suls 2004).

Although overoptimism is widespread and resilient, it is not omnipresent. Both dis-
positional and situational factors affect its pervasiveness and severity. As a person’s 
perceived control increases, so too does her overoptimism (dunning, Heath, and Suls 
2004). If people are assured that a potential negative event is completely outside of their 
control, for example if its occurrence depends on another person’s roll of a set of dice, 
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people exhibit minimal overoptimism (Camerer and Lovallo 1999). But when people 
have even a very small amount of control over the negative event, such as when they 
roll the dice themselves, they will exhibit at least some unrealistic optimism (Sedikides 
and Gregg 2008). The threat of immediate, accurate, and unambiguous feedback can 
also reduce overoptimism (Armor and Sackett 2006). For any given set of situational 
constraints, a person’s level of optimism is also affected by dispositional factors. Young 
men, for example, tend to be especially optimistic across a host of domains (Barber and 
Odean 2001). And of course, some people are just more optimistic than others (Simons 
2013).

Similar patterns are nicely illustrated by the above-average effect, which is larg-
est for risks that are relatively controllable and rare, and in persons who are high in 
self-esteem. For some risks, subjects can even exhibit a below-average effect (Chambers 
and Windschitl 2004). For example, populations might show above-average effects 
when asked whether they will live beyond age 70, but below-average effects when 
asked whether they will live beyond age 100. Below-average effects can also occur for 
especially hard tasks. In one study, students believe that they will beat their peers in 
a trivia contest when the topic is Tv sitcoms, but believe that they will lose when the 
topic is Mesopotamia (Moore 2007). despite these occasional below-average effects, 
above-average effects are much more prevalent (Sedikides and Alicke 2012). Across 
many common and important decisions like whether to buy insurance or whether to 
exercise more to reduce one’s risk of a heart attack, the above-average effect is likely to 
be dominant.

Overoptimism is not always problematic; it has numerous benefits. It helps maintain 
happiness, self-esteem, and relationship satisfaction (Mezulis et al. 2004; Srivastava 
et al. 2006). Optimistic people are also physically healthier; they have speedier recover-
ies, fewer symptoms, and cope better with mild health problems (Scheier and Carver 
1985). Overoptimism can also correct other biases. Overoptimism often leads people to 
underestimate risks. Other biases—such as the availability heuristic, the affect heuris-
tic, and affective forecasting errors—can cause people to overestimate risks. If a partic-
ular situation triggers offsetting biases, then people might come to a roughly accurate 
risk assessment (Jolls and Sunstein 2006). Nonetheless, we often have data that suggests 
that, in particular circumstances and for particular populations, one of the biases is 
swamping the other and people are misestimating the relevant risks (Williams 2008).

2.2 Applications

The remainder of this section contextualizes overoptimism by analyzing its effects in 
specific decision-making circumstances. Overoptimism touches virtually all aspects 
of decision-making. This is evident in the number of other chapters in this Handbook 
that use overoptimism to illuminate substantive controversies. Oren Bar-Gill’s chapter 
argues that overoptimism plays an important role in consumer borrowing ( chapter 18 
by Bar-Gill in this volume). Consumers are likely to overestimate the likelihood that 
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they will be able to pay off a debt, while simultaneously underestimating the likelihood 
that problems such as heart attacks, divorce, and car accidents will force them to take 
on even more debt (Bar-Gill 2004). These dynamics affect many avenues of consumer 
borrowing, such as credit cards, payday loans, and subprime mortgages (Bar-Gill and 
Warren 2008; Francis 2010). Jennifer Robbennolt’s chapter illustrates how a host of 
phenomena—including overconfidence and self-serving biases—impede settlement 
by leading lawyers and their clients to misjudge the expected value of their case. She 
argues that lawyers could likely benefit from implementing various debiasing methods. 
For example “consider the opposite” exercises have shown some, albeit not uniform, 
success at reducing the effects of overoptimism ( chapter 24 by Robbennolt in this vol-
ume; Goodman-delahunty et al. 2010). Russell Covey’s chapter focuses on defendants 
in criminal trials, and observes that overoptimism leads these people to overestimate 
their likelihood of prevailing at trial. Self-serving biases exacerbate this basic tendency 
because both prosecutors and defendants will often reach differing conclusions based 
on the same objective data. Covey argues that several seemingly oppressive aspects of 
the criminal justice system might help mitigate the effects of this overoptimism in the 
context of plea bargaining ( chapter 25 by Covey in this volume). Melvin Eisenberg’s 
chapter notes that overoptimism leads contracting parties to pay insufficient atten-
tion to liquidated-damages provisions ( chapter 17 by Eisenberg in this volume). Kent 
Greenfield’s chapter discusses the effects of overoptimism on CEOs, investors, and 
analysts ( chapter 20 by Greenfield in this volume). Of course, overoptimism is evident 
in many other areas as well. This section briefly outlines two additional areas where 
overoptimism is likely to be prevalent, costly, and difficult to correct: healthcare and 
marriage.

2.2.1 Healthcare
Overly optimistic people are likely to take inadequate precautions regarding a host of 
health-related risks. If people made more realistic estimates of their health risks, it is 
likely that they would do more to avert negative health events. drawing on popular 
images from the Obamacare debate, one might say that people who accurately assessed 
their health risks would not need the government to force them to eat broccoli; they 
would eat more broccoli themselves.

Overly optimistic perceptions of health risks can be hard to correct. Mandatory 
disclosures that only reveal population averages are unlikely to be effective. Any time 
people are presented with risk information in the form of population averages, the 
above-average effect undermines the usefulness of the message. Revealing that the 
average adult has a certain risk of stroke may lead people to think that strokes are a 
large problem overall, but will not necessarily lead people to feel vulnerable themselves.

Informing people about risk factors also has limits. In one illustrative study, 
middle-aged people who believed they had a below-average risk of having a heart 
attack exhibited two forms of resistance to debiasing information. First, when given 
the choice to read about one of several risk factors, overly optimistic subjects chose 
to read more about a risk factor that offered them good news. So a smoker with low 
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cholesterol might read more about the link between cholesterol and heart attacks, and 
pay less attention to the link between smoking and heart attacks. Second, when overly 
optimistic subjects were asked to read about a host of risk factors, they retained less of 
the information than their more realistic peers (Radcliffe and Klein 2002; Rothman 
and Kiviniemi 1999). More subtle interventions have had more success (Chandler et al. 
1999). Self-serving effects can be reduced if the patient’s self-worth is validated before 
receiving the information. For example, reminding people of a time when they were 
especially kind can make them less likely to resist health risk information (dunning, 
Heath, and Suls 2004).

Even personalized disclosures can fail to alter risk assessments that are skewed by 
overoptimism. In one early study, people from the general population were asked to 
rate their relative risk of having a heart attack, having a stroke, getting into a fatal car 
accident, and getting cancer. In order to create a more accurate measure of their rela-
tive risk, they also answered questions about their health, behaviors, family history 
of disease, and so on. Using this data, researchers constructed actuarial estimates of 
their risk. Not surprisingly, people exhibited overoptimism. More surprisingly, people 
did not consistently correct their overly optimistic beliefs even after being informed 
about their individualized risk estimate. For some risks, optimism decreased. But for 
others, risk estimates were completely unaffected, and some people actually became 
more optimistic when presented with information that should have been a wake-up 
call about their comparative health risk (Kreuter and Strecher 1995; Gerrard, Gibbons, 
and Reis-Bergan 1999).

Encouraging people to procure health insurance is one potential response to these 
persistent errors. Insurance reduces the costs of healthcare should one’s health dete-
riorate, and reduces the probability of this deterioration by increasing the likelihood of 
treating health problems early. But the fact that people underestimate their risk of a host 
of major medical calamities (Weinstein 1987) suggests that many people undervalue 
health insurance. In response to this possibility, Tom Baker has suggested fighting 
fire with fire—or here, overoptimism with overoptimism—by bundling health insur-
ance with lotteries. Overly optimistic people will undervalue the insurance because 
they underestimate their health risks, but will overvalue the insurance because they 
will overestimate their likelihood of winning the prize (Baker and Siegelman 2010). 
Although precisely calibrating these two offsetting effects of overoptimism presents 
challenges, doing so offers the hope of at least reducing the effects of the pervasive ten-
dency of people to underestimate their risk of suffering from common negative health 
events like heart attacks.

2.2.2 Marriage
In addition to exhibiting overoptimism about health outcomes, people are optimis-
tic about marriage and especially unlikely to prepare for the possibility of divorce. 
Most people are overly optimistic about the probability that they will live happily ever 
after with their partner. Although people believe that 50% of marriages end in divorce, 
most also predict that their chance of divorce is 0%. Even those who acknowledge the 
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possibility of divorcing believe that their probability of divorce is drastically lower than 
average. For example, members of the general population estimated their personal like-
lihood of divorce at 10%. Law students—who are trained to see the worst-case scenario 
in legal relationships—are only slightly more realistic. They estimate their chances of 
divorce to be 17% (Mahar 2003; Baker and Emery 1993).

In addition to being overly optimistic about the probability of divorce, people are 
also overly optimistic about the financial effects of divorce. Although people predict 
that courts award alimony in 40% to 50% of cases, 80% of them predict that a court will 
award alimony in their case. Although people predict that 20% of obligees will never be 
able to collect a penny of their court-ordered support payments, 100% of them believe 
that their ex-spouse would dutifully pay every cent (Baker and Emery 1993). This pat-
tern of overoptimism strongly suggests that people underprepare for the possibility 
of divorce, and might, for example, unwisely let their job skills atrophy in reliance on 
future alimony.

Marital overoptimism creates huge financial burdens on many families. These bur-
dens fall disproportionately on women and children. When one spouse takes time off 
from her career to raise children, her long-term earning capacity often suffers. People 
are more likely to make these risky choices if they erroneously think that they will 
never divorce or that divorce law will provide them with an adequate safety net in the 
form of alimony and child support. When couples actually divorce, women who have 
made choices that reduce their earning capacity are left with a drastically lower stan-
dard of living and are often impoverished. Their husbands, in contrast, often have a 
higher standard of living after the divorce (daniels et al. 2006).

This pattern of costly marital overoptimism could justify legal interventions. For 
example, prenuptial and postnuptial agreements might merit greater procedural or 
even substantive protections than general contracts because fiancés and spouses might 
underestimate the possibility of divorce. divorce law might also include a robust ali-
mony regime. This would insulate overly optimistic spouses from the full costs of 
their biases, while arguably doing a better job of reflecting the bargain that the parties 
thought they struck when they married. After all, most people appear to believe that a 
court would award alimony if they were to divorce (Williams 2008).

3 Ambiguity Aversion and the 
Certainty Effect

As discussed in the previous section, overoptimism can affect how people respond to 
explicit probability information. Ambiguity aversion and the certainty effect also affect 
how people respond to such information. Ambiguity aversion refers to the tendency of 
people to prefer known risks to unknown risks. That is, people would be more comfort-
able taking a risk described as having a 15% chance of a negative outcome than they 
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would taking a risk described as having a 10% to 20% chance of that outcome. The cer-
tainty effect describes the tendency of people to focus more on the possibility of a salient 
outcome rather than its (potentially low) probability. Accordingly, people are willing to 
pay a great deal to completely eliminate even minor risks. It is not immediately obvious 
that ambiguity aversion and the certainty effect reflect errors. A preference to avoid 
ambiguity could be akin to rational risk aversion, and certainty may have psychologi-
cal benefits that justify giving it special weight. Nonetheless, there are strong reasons to 
think that each phenomenon is at least partially the result of biases.

3.1 Ambiguity Aversion

Ample evidence suggests that people prefer known risks to unknown risks. In a classic 
study, daniel Ellsberg presented subjects with two urns. One contained 50 red balls 
and 50 black balls. The other contained red and black balls in unknown proportions. 
Subjects preferred to bet on the 50-50 urn, and avoided the urn with unknown num-
bers of red and black balls (Ellsberg 1961). This phenomenon has been termed ambigu-
ity aversion.

People exhibit ambiguity aversion even when the ambiguity is small and the ambigu-
ous option has a higher expected value. In Ellberg’s two-urn experiment, subjects faced 
a great deal of ambiguity. The second urn contained somewhere between 0 and 100 
red balls. But subjects exhibit ambiguity aversion even when the relevant ambiguity is 
reduced. For example, people would prefer gambles with a 20% chance of winning to 
gambles with a 10% to 30% chance of winning even if they were told that all of the prob-
abilities within that range are equally likely. Subjects avoid such ambiguous options 
even when the odds favor the ambiguous option, or when the ambiguous option offers 
a higher payoff (Keren and Gerritsen 1999; Trautmann, vieider, and Wakker 2008). 
A significant number of subjects exhibit ambiguity aversion, and they pay substantial 
premiums to avoid ambiguity (Camerer and Weber 1992).

Ambiguity aversion is not merely a phenomenon that occurs in stylized lab experi-
ments with student subjects. It has been detected among actuaries, insurance under-
writers, deliberating partners, and even monkeys (Cabantous 2007; Keller, Sarin, and 
Sounderpandian 2007; Kunreuther et al. 1995; Hayden et al. 2010). It appears in experi-
mental markets, and data from real markets is consistent with ambiguity aversion 
(Aloysius 2005; Bossaerts et al. 2010).

Of course, ambiguity aversion is not universal. Studies have found a good deal of het-
erogeneity in subjects’ response to ambiguity, but some patterns emerge.

Ambiguity aversion is stronger and more consistently found in the realm of gains 
than the realm of losses. In the realm of gains, people are consistently averse to ambi-
guity. In the realm of losses, a more complex pattern emerges. For high-probability 
losses, people are slightly ambiguity seeking rather than ambiguity averse. For exam-
ple, when North Carolina businesspersons were asked whether they would choose to 
face an unambiguous 70% risk of loss or a 50%–90% risk of the same loss, they preferred 
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the ambiguous option. For low- and mid-probability losses, however, people remain 
averse to ambiguity (Hogarth and Einhorn 1990; viscusi and Chesson 1999; Ho et al. 
2002).

Ambiguity aversion is affected by the subject’s perceived competence, which can be 
influenced by both situational and dispositional factors. When a particular situation 
makes people feel especially ignorant, they exhibit more ambiguity aversion (Fox and 
Tversky 1995). This occurs, for example, when people are primed to think about more 
knowledgeable people, or when people are overloaded with information that they do 
not know how to use (du and Budescu 2005; Fox and Weber 2002). In contrast, when 
decision-makers feel that they are familiar with the relevant decision domain, they 
are less averse to ambiguity and can even become ambiguity seeking (Fox and Weber 
2002).

Ambiguity aversion is also affected by the subject’s level of optimism. Highly opti-
mistic subjects are less likely to be averse to ambiguity. Subjects with low levels of opti-
mism are more likely to exhibit ambiguity aversion (Pulford 2009).

Other aspects of the decision-maker and the decision environment can also affect 
ambiguity aversion. People are less averse to ambiguity when they know they are mak-
ing repeated gambles, when the relevant ambiguity is less salient, and when they are 
higher in numeracy (Liu and Colman 2009; Fox and Tversky 1995; Halevy 2007). People 
are more averse to ambiguity when they anticipate that they may have to defend their 
judgment to others (Trautmann, vieider, and Wakker 2008).

It is possible to characterize ambiguity aversion as a rational preference akin to risk 
aversion. However, the empirical evidence suggests that ambiguity aversion is at least 
partially the result of an error. More specifically, ambiguity aversion is related to the 
inability or unwillingness to reduce compound lotteries (Halevy 2007).

Regardless of whether ambiguity aversion is best characterized as a bias or a prefer-
ence, it can help explain behavioral patterns that are relevant to several areas of law. 
Omri Ben-Shahar and John Pottow have argued that ambiguity aversion helps explain 
the stickiness of default terms in contract law, even when those default terms could be 
altered in mutually beneficial ways. When one party suggests a deviation from a default 
term, the other party is exposed to greater ambiguity, and is also perhaps more likely 
to wonder whether they are comparatively ignorant of the new term’s implications. 
Therefore, ambiguity aversion helps explain why people are “spooked” by nonstandard 
contract terms (Ben-Shahar and Pottow 2006). Amitai Aviram and Avishalom Tor 
have similarly argued that ambiguity aversion will decrease the likelihood that com-
panies would enter into novel information-sharing agreements, and push them toward 
more familiar competitive practices (Aviram and Tor 2003). Eric Talley has argued 
that extreme ambiguity about the potential circumstances that could affect the value 
of a contract leads people away from merely adjusting the contract price and toward 
including “material adverse change” clauses that allow one party to escape the contract 
entirely if the uncertain event occurs (Talley 2009). In the realm of criminal law, Uzi 
Segal and Alex Stein have identified what they call asymmetric ambiguity aversion in 
plea bargaining. The defendant is averse to the ambiguity involved in a jury trial, while 
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the prosecution, being a repeat player, is not as averse to ambiguity. They suggest ways 
to reduce ambiguity in order to reduce the resulting disparity in bargaining power. For 
example, if the outcome of bench trials is more predictable and hence less ambiguous 
than the outcome of jury trials, and defendants could unilaterally opt for a bench trial, 
then the asymmetry that they identify could be reduced (Segal and Stein 2006).

Ambiguity aversion can also be used strategically. Consider a questionable tax 
deduction. If it is harder to predict when you might be subject to a tax penalty for erro-
neously using the deduction—that is, if the likelihood of incurring a penalty is more 
ambiguous—then ambiguity-averse people will be less likely to take the deduction. 
In general, increased ambiguity could increase the deterrent effect of legal penalties. 
In this and other ways, it may be possible to increase tax compliance by highlighting 
ambiguity in the tax code (Lawsky 2013). Ambiguity can also be used strategically to 
reduce distortions caused by the tax code. Yuval Feldman and Shahar Lifshitz have 
argued that ambiguous tax benefits will have a smaller ex ante effect on behavior than 
nonambiguous ones. While people may try to alter their behavior to fit into a tax loop-
hole if they are sure that it will provide benefits, they will be significantly less inclined 
to do so if the probability of the benefit is ambiguous (Feldman and Lifshitz 2011).

3.2 The Certainty Effect

When people respond to known probabilities, they are often much more responsive to 
the possibility of an event than its probability. When people are asked about their will-
ingness to pay to reduce a risk, they are willing to pay far more when the risk is elimi-
nated. Suppose that someone is willing to pay $100 to reduce her risk of dying from 3 in 
100,000 to 2 in 100,000. She would be willing to pay far more to reduce her risk from 1 
in 100,000 to 0, even though in each scenario she is asked for her willingness to pay for 
a risk reduction of 1 in 100,000. Research into this certainty effect finds that people are 
more sensitive to changes in probability that result in eliminating the possibility of an 
outcome or making it certain to occur. Conversely, people tend to be relatively insensi-
tive to changes in probability that do not result in making the relevant outcome either 
certain or impossible.

Early evidence for the certainty effect came from Maurice Allais and what became 
known as the Allais paradox. Allais presented subjects with the choice between two 
high-reward gambles similar to the following two. The first offered an 11% chance of 
winning $1,000,000 with a complementary 89% chance of winning nothing. The sec-
ond offered a 10% chance of winning $5,000,000 and a complementary 90% chance of 
winning nothing. Subjects chose the second bet. But when each gamble was altered by 
adding an 89% chance of winning $1,000,000, subjects reversed their preferences and 
chose the first gamble. Why? The addition of an 89% chance of winning $1,000,000 
made the first “gamble” a seductive 100% chance of receiving $1,000,000. Subjects pre-
ferred certainty to taking the alternate gamble of an 89% chance of $1,000,000, a 10% 
chance of winning $5,000,000, and a 1% chance of winning nothing (Allais 1953). This 
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paradox has been replicated with much smaller gambles, although the certainty effect 
appears to be stronger when larger amounts are at stake. Allais’s paradox has even been 
found when people choose between different commuting routes that offer various 
probabilities of various commute times (Avineri and Prashker 2004).

The certainty effect also helps explain why subjects would choose to receive $300 
with certainty over an 80% chance of receiving $400. This preference is not merely a 
preference for the option with the higher probability; it is a preference for certainty. 
When the probabilities are multiplied by a common factor of 1/10—yielding a choice 
between a 10% chance of receiving $300 and an 8% chance of receiving $400—sub-
jects reverse their initial preference and choose the lower chance of receiving more 
money. This “common ratio effect” is a form of the certainty effect and lends further 
credence to the claim that certainty plays a special role in decision-making (Baucells 
and Heukamp 2010).

The above studies suggest that people overvalue certainty. Other studies comple-
ment this finding by suggesting that people undervalue probability changes that do 
not result in certainty. For example, Amos Tversky and daniel Kahneman found 
that the median subject was willing to pay $10 for a lottery ticket that provided a 1% 
chance of winning $200. They were willing to pay $188 for a lottery ticket that pro-
vided a 99% chance of winning $200. Thus, subjects valued the first percentage point 
(the move from impossibility to possibility) at $10, and valued the last percentage point 
(the move from possibility to certainty) at $12. This implies that subjects’ valued the 98 
intermediate percentage points at $178, or a mere $1.80 each. A similar pattern emerged 
when subjects indicated their willingness to pay to avoid potential losses (Tversky and 
Kahneman 1992).

The certainty effect is more pronounced when the relevant outcome is more emo-
tionally salient. In one study, subjects were asked about their willingness to pay to 
avoid a 1% and 99% chance of loosing $20. Subjects were also asked their willingness to 
pay to avoid a 1%, 99%, and 100% chance of a “short, painful, but not dangerous electric 
shock.” When subjects encountered the monetary loss condition, their responses were 
sensitive to the relevant probabilities. They were willing to pay about $1 to eliminate the 
1% risk, and $18 to eliminate the 99% risk. In contrast, subjects were far less sensitive 
to probability in the electric shock condition. Subjects were willing to pay $7 to avoid 
a 1% chance of being shocked, $10 to avoid a 99% chance, and about $20 to avoid a cer-
tain shock (Rottenstreich and Hsee 2001). Two main lessons emerge from this study. 
First, people are willing to pay a large amount to avoid even a small probability of an 
emotionally salient risk. Second, people are relatively insensitive to the probability 
of salient risks. Here, subjects were relatively insensitive to the difference between a 
1% chance and a 99% chance of getting shocked; they implicitly valued these 98 inter-
mediate percentage points at $3, or a mere 3.06 cents each. Again, people focus dis-
proportionately on the mere possibility of emotionally salient risks, rather than their 
probability (Sunstein 2003).

The certainty effect is not ubiquitous. Some research suggests that it is reduced or 
eliminated when payouts are delayed. One study presented subjects with a choice 
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between receiving $9 with certainty and a gamble with an 80% chance of yielding 
$12. When payouts were immediate, subjects exhibited a certainty effect. But sub-
jects preferred the gamble when the payouts were delayed for three months. Further 
increasing the delay further decreased the certainty effect (Baucells and Heukamp 
2010). Other studies have found more mixed results (Weber and Chapman 2005). 
Nonetheless, this result is consistent with a large body of psychological literature 
arguing that people process information about temporal distance, spatial distance, 
social distance, and risk in similar ways (Liberman and Trope 2008). Therefore, 
adding a delay is treated as if it added risk. The presence and magnitude of the cer-
tainty effect is also influenced by personal characteristics of the decision-maker. For 
example, in one dutch study more educated subjects were less likely to exhibit a cer-
tainty effect and more likely to make decisions consistent with expected utility theory 
(Huck and Muller 2012).

The certainty effect can help explain a number of puzzles. Kevin Jon Heller has 
argued that the certainty effect helps explain jurors’ resistance to circumstantial evi-
dence. The prospect of falsely convicting a defendant is particularly salient. Therefore, 
jurors exhibit a strong certainty effect and discount probabilistic evidence even if 
it purports to show a 99% chance of guilt. Instead, jurors want evidence that has an 
appearance of certainty, such as a confession or the testimony of an eyewitness who 
swears that the defendant committed the crime (Heller 2006).

The certainty effect also helps explain the undesirability of probabilistic insurance. 
Imagine an insurance contract that provided that, in the event that you suffered a loss, 
the insurance company would flip a coin and only reimburse you if it landed on heads. 
Subjects demand huge reductions in premiums in order to face this form of probabilis-
tic insurance. In one study by Peter Wakker, Richard Thaler, and Amos Tversky, sub-
jects demanded a 20% reduction in premiums to offset a 1% chance that the insurance 
company would not pay (Wakker, Thaler, and Tversky 1997). Of course, there is always 
a chance that an insurance company will refuse to pay. Nonetheless, subjects appear to 
value the facial certainty provided by insurance contracts; a slight deviation from this 
facial certainty resulted in a dramatic reduction in the perceived attractiveness of the 
policy.

One can also use the certainty effect to help explain why government agencies some-
times choose to spend a disproportionate amount of money cleaning up the last ves-
tiges of hazardous waste on, for example, a Superfund site. Stephen Breyer has called 
this the “last 10% problem.” Cleaning up this last 10% often costs far more than the bulk 
of the cleanup, and results in relatively small benefits. He attributes the last 10% prob-
lem to agency tunnel vision whereby agencies get carried away in their single-minded 
focus on remediation (Breyer 1993). But the certainty effect is also likely to be playing a 
role here. Agencies, much like the subjects in the above research, might place a dispro-
portionate value on knowing that a site is safe. Of course, no site is entirely free from 
risk. But when the probability of harm dips below a certain threshold people are likely 
to treat it like a 0% chance of harm and value such psychological certainty accordingly.
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The certainty effect’s influence on environmental law potentially extends beyond 
site cleanups. Cass Sunstein has suggested that the certainty effect can help explain the 
content of the Clean Air Act. This act requires the EPA to set air quality levels that are 
“requisite to protect the public health” with “an adequate margin of safety.” Sunstein 
argues that these provisions promise that the air will be “safe,” and this idea of per-
fectly safe air—rather than merely less risky air—was seductive enough that Congress 
ignored the costs that might be required (Sunstein 2002).

When people value certainty they are not necessarily making an error. Perceived 
certainty has the unique property of relieving fear and worry. Even a very 
low-probability risk can trigger fear and worry. Such risks are especially likely to do 
so if they are emotionally salient. For example, many parents fear that strangers will 
abduct their children, even though they acknowledge that the risks are vanishingly 
small (Furedi 2001). Because fear and worry are real psychological costs, reducing 
or eliminating them is a real benefit that people should be willing to pay something 
extra for.

Although perceived certainty has benefits, the magnitude of the certainty effect pro-
vides strong reasons to question the rationality of many choices. Many people, upon 
reflection, would choose to allocate resources in ways that would at least reduce the 
magnitude of the certainty effect. That is, people might prefer to allocate resources to 
reducing large risks like the risk of car accidents rather than eliminating less danger-
ous threats like Alar on apples or an exceedingly small amount of lingering hazardous 
waste.

4 Conclusion

Overoptimism, ambiguity aversion, and the certainty effect each help explain a pleth-
ora of human behavior, and have numerous implications for law. Overoptimism can 
help explain excessive borrowing, inattention to certain contract terms, underpre-
paring for divorce, underinsuring against and underpreparing for health risks, and 
excessive litigation in both civil and criminal contexts. Identifying overoptimism as 
one source of these negative effects can help policymakers design appropriate legal 
responses. Ambiguity aversion helps explain patterns in contracting behavior and plea 
bargaining. It can also be used strategically to increase deterrence and decrease the 
distortionary effects of the tax code. The certainty effect helps explain the content of 
environmental regulations and the behavior of environmental agencies. It also sug-
gests that people may be allocating scarce resources in ways that, upon reflection, they 
would reject. Although translating evidence of these probability errors into specific 
policy recommendations requires close attention to the particular context at issue and 
to heterogeneity in the relevant population, the phenomena discussed in this chapter 
can play an important role in legal reform.
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CHAPTER 14

T H E H I N DSIGH T BI AS A N D T H E 
L AW I N H I N DSIGH T

dORON TEICHMAN

1 Introduction

We are all Monday-morning quarterbacks; that is the key finding of the huge body of 
literature documenting the hindsight bias. When asked to judge events in retrospect, 
we find it difficult to screen outcome information that we were exposed to. This phe-
nomenon stems from both cognitive forces—it is difficult to train our mind to ignore 
information when we constantly train it to incorporate all available information—as 
well as motivational factors—it is more pleasant to perceive ourselves as those who 
were sharp enough to predict the unpredictable.

Alongside its influence on the psychological literature, the hindsight bias has had 
a profound effect on legal scholarship as well. A Westlaw search in the Journals and 
Law Review database reveals 1,293 documents alluding to the precise term “hindsight 
bias” from 1982 till the present (this count arguably reflects some false positives and 
many false negatives). Baruch Fischhoff, the psychologist who first identified the bias 
and who is most associated with it, is cited in 412 articles. And Rachlinski (1998), the 
article that offers the first comprehensive legal analysis of the bias, has been cited since 
its publication 256 times.

This chapter reviews this vast body of work. It highlights the different legal fields in 
which the bias is of relevance, and presents the main empirical findings that demon-
strate how it actually influences legal decision-making. In addition, the chapter will 
assess the normative implications of the bias, and describe some of the main legal poli-
cies proposed in order to deal with it.
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2 The Hindsight Bias: Empirical and 
Theoretical Background

The hindsight bias—or, the “Monday-morning quarterback” bias, or the “I knew it all 
along” bias—refers the tendency of people to overestimate the probability of an event 
once they are aware of the fact that the event has occurred. The initial contribution to 
the study of this bias was presented by Fischhoff (1975). In this classic study Fischhoff 
asked his subjects to read a detailed description of the historical background leading 
to the nineteenth-century British-Gurka war, and then requested them to estimate the 
likelihood of four different potential outcomes of the event. Unbeknownst to the par-
ticipants they were randomly assigned to either a foresight or a hindsight condition. 
Participants in the foresight group were given no outcome information. Participants in 
the hindsight groups, on the other hand, were informed that one of the potential out-
comes was the “true” outcome of the event. The results of the experiment showed that 
subjects were unable to ignore outcome information. Once participants were told that a 
certain outcome occurred, they tended to view it as significantly more likely to happen.

The basic result of Fischhoff (1975) has been replicated in dozens of studies. These 
studies changed the initial experimental setup along dimensions such as methodology 
(e.g., between subject vs. within subject), type of population (e.g., laypeople vs. experts), 
decision-making environment (e.g., individual vs. group); and the context in which 
predictions were made (e.g., hypothetical historical stories vs. professional case stud-
ies). These experiments have demonstrated the wide scope and robustness of the bias. 
A comprehensive review and meta-analysis of the hindsight literature can be found in 
Hawkins and Hastie (1990), Christensen-Szalanski and Willham (1991), Guilbault and 
coauthors (2004) and Roese and vohs (2012).

While the existence of the bias is undisputed, researchers have highlighted distinct 
underlying processes that might explain it (Guilbault et al. 2004). The first group of 
explanations focuses on the cognitive aspects of the bias. According to this perspec-
tive people search their memories for old beliefs that are confirmed by the outcome 
information. Alternatively, outcome information might be an anchor point that serves 
as a starting point for the probability estimation process. A second cluster of explana-
tions focuses on motivational aspects. According to this line of thought people want to 
perceive themselves in a favorable light. Since the ability to predict events precisely is 
noteworthy, people tend to overstate their ability to do so.

Finally, it should be noted that Baron and Hershey (1988) document a highly related 
bias—the outcome bias. Whereas the central point in the hindsight bias is the ex post 
adjustment of probability assessments, the outcome bias focuses on the question 
whether outcomes influence the way in which people judge the quality of a decision. 
As Baron and Hershey (1988) show, even when the ex ante probabilities are clear and 
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transparent (e.g., monetary bets with explicit odds), people tend to judge choices that 
led to unfavorable outcomes more harshly than choices that led to favorable outcomes. 
This phenomenon has been replicated in other settings as well, in both expert and non-
expert populations (Caplan, Posner, and Cheney 1991; Gino, Shu, and Bazerman 2010). 
For the most part, this chapter will focus on the role of the hindsight bias in legal analy-
sis, though its arguments are tied to the outcome bias as well.

3 Hindsight Bias in Legal 
Decision-Making: Evidence

By its very nature the legal process often focuses on an ex post evaluation of people’s 
conduct. In such cases judges and jurors are required to ignore outcome informa-
tion and assess decisions given the information set that was available during the time 
they were made. To the extent judges and jurors are subject to the hindsight bias, they 
are expected to systematically attribute responsibility to decisions that were made in 
accordance with the legal standard when viewed from an ex ante perspective.

Early legal scholarship relied on psychological studies that documented the bias, and 
theorized that it extends to legal decision-making as well (Loftus and Beach 1982). As 
the field of empirical legal studies grew, an independent body of work demonstrated 
the prevalence of the bias in legal decision-making as well. These studies reveal that 
decisions relating to both substantive and procedural questions are influenced by the 
bias. Following is a brief review of the main findings in this body of work.

3.1 Tort Law

A natural place to begin a review of the hindsight bias in legal decision-making is tort 
law, and more specifically negligence law. Negligence cases involve situations in which 
a plaintiff asserts that she was harmed due to the fact that the defendant failed to exer-
cise a reasonable level of care. Theoretically, the focus of such cases should be on the 
decision made by the defendant with respect to precautions at the time in which it was 
made (Restatement (Third) of Torts: Liability for Physical Harm, §3). Thus, in such cases 
legal decision-makers are expected to ignore the fact that an accident occurred when 
determining whether the defendant took due care.

In what has become a classic study Kamin and Rachlinski (1995) demonstrated that 
ex ante evaluation of precautions differ significantly from ex post evaluations of the 
same precautions. Participants in the study were asked to evaluate a city’s decision 
regarding the proper precautions that should be taken in order to deal with the risk 
of a flood. All subjects received the same facts regarding the costs and effectiveness of 
the precaution. They differed, however, with respect to the perspective in which they 
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evaluated the precaution. Whereas subjects in the foresight group simulated an admin-
istrative hearing that was required to make decisions with respect to precautions prior 
to any harm materializing, subjects in the hindsight group simulated a trial that was 
held after a harm had materialized. The results showed a significant difference between 
the two groups: participants in the hindsight group were far more likely to determine 
that the precaution should be taken. Similar results were documented by LaBine and 
LaBine (1996) in the context of the precautions needed to be taken by a therapist in 
light of a risk of a patient behaving violently. Their findings show that holding every-
thing else equal, participants were more likely to rule the therapist negligent in cases in 
which they were informed that harm materialized.

Other studies have attempted to document the bias in the context of actual decisions 
made in the courtroom. Cheney and his colleagues (1989) examined 1,004 court cases 
alleging anesthesia-related negligence and found that in over 40% of the cases in which 
liability was found the physician acted appropriately. Using a similar methodology 
Taragin and his colleagues (1992) showed that in 21% of the cases that they examined 
physicians were found liable for defensible practices.

3.2 Corporate Law

A similar legal context that requires an ex post evaluation of care under a reasonable-
ness standard can be found in corporate litigation. When investors claim that corpo-
rate officers made negligent business decisions they in effect ask courts to re-examine 
those decisions while ignoring their outcomes. As is the case in regular negligence 
cases, applying a reasonableness test to boardroom decisions after those decisions gen-
erated disappointing results raises concern that biased courts might determine that 
reasonable (yet risky) decisions were unreasonable.

In order to examine this hypothesis Stallard and Worthington (1998) designed a con-
trolled experiment. All subjects in the experiment were presented with materials that 
were based on the facts of a real case that dealt with the responsibility of board members 
for the failure of the corporation. Participants in the hindsight group were informed of the 
outcome of the board’s decision and were asked to evaluate it as part of an ex post adjudi-
cative process. Participants in the foresight group, on the other hand, were not informed 
of the outcome, and were asked to evaluate the board’s decision as part of a review hear-
ing. The results revealed a significant difference between the two groups: members of the 
hindsight group were more likely to determine that the board acted negligently.

3.3 Patent Law

The hindsight bias is not relevant exclusively to the assignment of legal liability in cases 
in which harms materialize. Researchers have demonstrated that patent litigation can 
also be influenced by the bias. For a patent to be valid its holder must demonstrate that 
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the invention was “non-obvious” (35 U.S.C. §§ 101-03, 112). Thus, much like the forego-
ing examples, patent jurisprudence also requires legal decision-makers to travel back 
in time. In the patent context the destination of this travel is the preinvention period. 
Only once legal decision-makers situated themselves in that time frame should they 
ask themselves whether the invention represents a nontrivial step forward. Conducting 
this analysis in hindsight, however, might be a tricky task since it requires people to 
ignore the fact that the invention was achieved. decision-makers influenced by the bias 
are expected to systematically view nonobvious inventions as obvious. The concern 
over the bias has even manifested in court rulings that have cautioned against “slip-
ping into use of hindsight” when determining what is obvious and what is not (Graham 
v. John Deere Co. 1966, 36).

Using controlled experiments Mandel (2006; 2006–7) examined the effect of hind-
sight on the determination of nonobviousness. In his studies participants were asked to 
evaluate whether developing a solution to a certain technological challenge constituted 
a nonobvious development. Participants in the foresight condition were presented with 
the background information alone, while participants in the hindsight condition were 
presented with the same background information and with the actual solution that the 
inventor had thought of. The results confirmed that the hindsight bias influences the 
evaluation of patents. Participants were far more likely to find the invention to be obvi-
ous in the hindsight condition than they were in the foresight condition.

3.4 Criminal Procedure

Thus far we have seen that the hindsight bias might greatly influence the way in which 
substantive legal rules are applied. Additional studies have demonstrated that the bias 
might also take center stage in procedural contexts. In cases involving police searches 
courts are often required to determine whether the officers who conducted them had a 
probable cause to do so. This determination, however, might arise in both foresight and 
hindsight situations. Foresight situations involve police officers who wish to obtain a 
warrant prior to conducting the search. In such cases judges are required to rule on the 
legality of the search without knowing its outcome. Hindsight situations involve evi-
dentiary rulings regarding the admissibility of evidence obtained in the search. Such 
cases by definition only involve situations in which the police officer found incriminat-
ing evidence during the search. The hindsight bias suggests that judges will exhibit a 
greater tendency to rule in the latter category of cases that the search was based on a 
probable cause since their judgment of the search will be influenced by the fact that in 
retrospect it turned out to be justified.

This hypothesis was tested extensively in a series of neatly designed experiments 
that were run on several hundred judges in the United States (Wistrich, Guthrie, and 
Rachlinski 2005; Guthrie, Rachlinski, and Wistrich 2007; Rachlinski, Guthrie, and 
Wistrich 2011). The framework of all of the experiments reported in these papers was 
similar. Judges read a scenario describing a search conducted by a policeman. The 
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1 In a couple of related papers Casper, Benedict, and Kelly (1988, 1989) demonstrated that 
search-outcome information affected the level of damages awarded by mock jurors in cases involving 
allegedly illegal searches. These studies do not fully document the effect of the hindsight bias as it is 
quite plausible that the outcome of the search influenced subjects’ judgment of the plaintiff and not of 
the policemen.

scenarios were intentionally ambiguous and raised doubt as to the existence of a prob-
able cause. The experimental manipulation was created by the legal context in which 
the scenario was embedded. Participants in the foresight group evaluated the situa-
tion as if they were asked to grant a search warrant, while participants in the hindsight 
group evaluated it for purposes of admissibility. Interestingly, the general picture aris-
ing from this wide body of research is that judges did not differ significantly between 
the foresight and the hindsight conditions.1

3.5 Legal Experts

Numerous studies have explored whether experts outperform laypeople with respect 
to the hindsight bias, and the findings have been mixed. Whereas a meta-analysis by 
Christensen-Szalanski and Willham (1991) suggests that experts are less influenced by 
the bias, a subsequent meta-analysis by Guilbault and coauthors (2004) found no such 
relationship. This result might stem from the fact that different experts make distinct 
decisions. Whereas experts such as doctors and weather forecasters constantly receive 
feedback as to the accuracy of their predictions, stockbrokers and clinical psycholo-
gists do not receive such clear feedback. In light of these ambiguities, and given that in 
some legal systems decision-making is vested exclusively in the hands of judges (and 
that in jury-based systems judges still rule in many of the cases), documenting the per-
formance of judges is of specific importance.

Guthrie, Rachlinski, and Wistrich (2000) examined the hindsight bias in an experi-
ment they conducted with a group of judges. Subjects in the experiment read the 
description of a real case, and were then asked to predict how the appellate court would 
rule on it. Participants were randomly assigned into one of three groups that were pro-
vided with information as to how the appellate court ruled in the case (i.e., affirmed, 
vacated, lesser sanction). The information regarding the outcome influenced the 
judges’ predictions significantly. For example, whereas in the Affirmed group 81.5% of 
the judges believed that the appellate court would affirm, only 7.4% and 11.1% believed 
so in the Lesser Sanction and vacated groups (respectively). As the authors note, this 
suggests that “[l] earning the alleged outcome on appeal influenced the judges’ assess-
ments of what the likely outcome would have been” (2000, 803).

While Guthrie, Rachlinski, and Wistrich (2000) documented hindsight bias among 
judges, one should acknowledge the study’s limitation as well. Judges in this study faced 
a somewhat synthetic task of predicting the result of an appellate review. A more direct 
evaluation of the relative ability of judges to deal with the bias was presented in Hastie 
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and viscusi (1998) (see also Anderson et al. 1995; viscusi 1999). The study employed a 
tort-precaution framework similar to those in other studies. Importantly, the popu-
lation of subjects included 95 judges and 277 mock jurors that faced identical survey 
instruments. This design feature enabled the study to measure the difference between 
the two populations. The results suggest that the two groups were distinct. While mock 
jurors exhibited a clear hindsight bias, judges only exhibited trends towards hindsight 
(that were mostly statistically insignificant). Based on these findings the authors con-
cluded that “judges exhibit much smaller hindsight effects when asked to make identi-
cal judgments” (1998, 917).

* * *
The general picture arising from this section is that the hindsight bias influences 

legal decisions in a significant manner. When adjudication requires an ex post evalua-
tion of behavior, courts might fail to ignore outcome information. That said, however, 
as the last two subsections demonstrate, while judges are not immune from the bias, 
there are indications that its effect on their behavior is significantly smaller than its 
effect on untrained individuals.

4 The Implications of Judging in 
Hindsight

This section analyzes the normative implications of the hindsight bias for legal policy-
making. First, it introduces the concerns raised with respect to ex post judicial deci-
sions that are highly susceptible to the bias. This analysis will focus exclusively on the 
hindsight bias, and will highlight the potential problems associated with judging in 
hindsight. That done, I will introduce into the analysis the complexities associated with 
other cognitive biases. Once these additional factors are accounted for, the normative 
picture becomes somewhat more nuanced.

A methodological note is necessary at the outset. The analysis in this section will be 
from a purely consequentialist perspective. Thus, it will focus on the inefficiencies that 
might be created by judgments that are skewed by the bias. That said, however, the bias 
might also have normative ramifications from nonconsequentialist points of view. It could 
be unfair to judge people ex post according to a standard it would be very difficult to live 
up to ex ante. This type of analysis lies outside the scope of this section (and this chapter).

4.1 Judging in Hindsight: The Effects of the Hindsight Bias

The hindsight bias might generate erroneous legal decisions. If judgments made during 
adjudication cannot ignore outcome information, then those judgments are expected 
to be systematically skewed. Adjudicators making decisions ex post will tend to assume 
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that certain events were more likely than the regulated agent could have anticipated ex 
ante. As a result, a biased judicial system is likely to be misaligned with people’s ex ante 
assessments of the situation subject to legal regulation.

The key concern often raised with respect to the bias is that the judgments rendered 
by judicial decision-makers ex post will generate perverse incentives for agents making 
decisions ex ante. In the context of negligence law, for example, fact-finders function-
ing in hindsight might systematically overestimate the probability of harmful events. 
As a result, they are expected to broaden the scope of negligence liability inefficiently. 
Potential tortfeasors who are aware of this type of judging that awaits them down the 
road, are expected to react to it by taking excessive care.

A more careful analysis, however, suggests that the precise ramifications of the bias 
are more ambiguous (Rachlinski 1998). On one hand, if the bias creates a large devia-
tion from the optimal level of care, then this implies that a biased-negligence regime 
operates as a de facto strict-liability regime. As conventional economic analysis has 
taught us, potential tortfeasors facing a strict liability regime are not expected to take 
excessive care since their cost-reducing strategy is to take optimal care (Shavell 1985). 
On the other hand, if the effect of the bias on the determination of the negligence stan-
dard is moderate, then potential tortfeasors might be driven to take excessive precau-
tions and meet this inefficiently high standard. This is because the immunity from tort 
liability for nonnegligent harms granted by a negligence regime will justify the mod-
erate costs of additional inefficient care. Regretfully, as Rachlinski (1998, 599) notes, 
“[n] either common law judges nor legislators are likely to have the capacity to distin-
guish which of these two situations any class of cases follows.” All of this suggests that 
while a biased-negligence regime is not optimal, its precise implications are unclear.

Similar attention should be given to other areas of law before any definitive norma-
tive conclusions can be drawn. In the context of nonobviousness litigation in patent 
law, for example, it is unclear whether the biased findings of obviousness are undesir-
able. To the extent patent law offers inventors excessive protection that creates unjus-
tifiable monopolistic costs (Burk and Lemley 2009), biased rulings that systematically 
function against inventors might arguably help maximize social welfare as a means 
through which the law narrows the scope of patent protection.

Thus far the analysis has focused on the effect of biased judgments on the primary 
behavior (i.e., how much care people take, how many inventions they develop). An 
additional way in which the bias might influence behavior is through the incentives 
it creates with respect to the production of evidence. Potential litigants are aware of 
the difficulties associated with proving disputed facts to a detached third party who 
is limited to basing her decision on observable and verifiable evidence. As Stein and 
Parchomovsky (2010) note, “rational actors will always interpret the dictates of 
our substantive law through an evidentiary gloss, which in many cases will prompt 
actors to deviate from the outcome envisioned by efficiency-minded legislatures and 
courts” (521). Hence, such actors might choose ex ante to behave inefficiently in order 
to produce a sufficient amount of evidence that will enable them to prevail in ex post 
litigation.
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In the context of the hindsight bias, potential litigants might spend significant 
resources in order to build an evidentiary picture that will enable them to haul the judi-
cial fact-finder back in time and diminish the effect of the bias. For example, a board 
might pay for an extensive expert opinion that explains the risks associated with a cer-
tain decision, even if all of those risks are perfectly clear to all parties involved. The 
costs associated with the production of such superfluous evidence should also be seen 
as part of the inefficiencies generated by the bias.

4.2 Judging in Hindsight: Countervailing Factors

So far the analysis has focused on the hindsight bias in isolation. A more complex pic-
ture emerges when we incorporate into the discussion other biases that might affect the 
ultimate design of the liability regime. Of specific relevance in the context of tort liabil-
ity is the tendency of people to be overly optimistic about their abilities and future pros-
pects (see generally  chapter 13 by Williams in this volume). As a result of this tendency, 
people might take insufficient precautions since they assume that the probability that 
those precautions will be needed is smaller than it actually is. Arguably, a biased negli-
gence regime that somewhat drives people to take more precautions might serve as an 
imperfect countervailing force that helps incentivize overly optimistic people to take 
efficient precautions.

Jolls, Sunstein, and Thaler (1998, 1524–25) are dismissive of this possibility. After 
assuming that this bias is of diminished importance with respect to corporations (a 
disputed assumption that should be examined: see  chapter 21 by Tor in this volume), 
they move on to note that for individuals “the role of over optimism is likely to vary 
significantly with context,” an uncontroversial observation. They then continue to sug-
gest that the salience of tort cases is actually expected to cause potential tortfeasors 
to overestimate the probability of liability. Given these ambiguous arguments and the 
“across the board” nature of the hindsight bias Jolls, Sunstein, and Thaler conclude that 
overoptimism does not affect the analysis.

This conclusion seems difficult to defend. While the hindsight bias is an “across the 
board” phenomenon, overoptimism is also a robust pattern of behavior, which has 
been documented in an array of contexts. Furthermore, it is far from clear whether 
salience plays any significant role in the context of tort law. For most people (i.e., people 
who are not tort professors), tort law is not salient or available. If anything, the rou-
tine in which people constantly engage in risky activities (e.g., driving) without harm 
materializing suggests that they will become less sensitive to the legal system (Hertwig 
and Erev 2009). Interestingly, when Jolls analyzes redistributive legal rules, she seems 
to acknowledge this point and notes that “[i] t is difficult to come up with examples of 
events giving rise to individual liability the probability of which is likely to be overes-
timated rather than. . . underestimated” (1998, 1663). Thus, it is quite possible that the 
hindsight bias could help correct people’s biased decisions with respect to precautions.
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Similarly, the analysis of patent law might change once we introduce overoptimism. 
If patent law lays down optimal rules, and if innovators anticipate that these perfect 
rules will be applied in a biased fashion, then there is reason to worry that the incen-
tives set by the legal system will be inefficient. If, however, innovators exhibit irratio-
nal optimism regarding their ability to develop patentable technologies, then biased 
adjudication might be desirable. Overly optimistic innovators will continue to develop 
useful technologies believing they will enjoy patent protection. After the fact, biased 
courts will not grant these technologies patent protection, and thus the deadweight 
losses associated with such protection will be avoided. If you will, society will get to 
have its cake and eat it too.

A different behavioral phenomenon that is of relevance to the evaluation of 
the hindsight bias is motivated reasoning. According to this body of literature, 
decision-makers attempt to make choices that they perceive as such that can be later 
justified to a dispassionate observer. In other words, people want to avoid a dissonance 
between how they behave and how they think they ought to behave. Thus, they develop 
an array of internal reasoning tools that allow them to justify their acts, and avoid cat-
egorizing them as immoral or dishonest (for a review see  chapter 9 by Feldman in this 
volume).

In the legal context motivated reasoning suggests that people might inter-
pret vague standards such as “negligence” in a self-serving manner. Feldman 
and Teichman (2009) explored this possibility by documenting the way in which 
enforcement uncertainty (e.g., will I get caught?) and legal uncertainty (e.g., will 
a judge find me negligent?) influence people’s willingness to engage in antisocial 
behavior. They found that holding the size of the expected sanction constant, legal 
uncertainty generates a higher level of noncompliance. From this finding Feldman 
and Teichman deduced that “[e] x ante legal uncertainty allows people to justify their 
choices to themselves by focusing on the possibility that their acts may be deemed 
legal” (2009, 1010).

To the extent motivated reasoning influences the way in which people interpret 
vague standards such as negligence, this would suggest that their subjective ex ante 
interpretation is significantly less demanding than the objective standard. The hind-
sight bias might help overcome this problem, by elevating the ultimate standard peo-
ple are required to live up to. Again, the ex post mistake made in the courtroom helps 
counterbalance an ex ante mistake made by potential tortfeasors.

* * *
The hindsight bias raises a concern that misalignment between ex ante expectations 

and ex post adjudication will bring about undesirable results. That said, however, as the 
analysis in this section suggests, any normative claim regarding the bias requires deal-
ing with two additional factors. First, is the substantive rule at hand structured such 
that the application of the bias will have a beneficial (or null) effect? Second, are there 
countervailing external forces that impede efficiency that the bias can help overcome? 
The fact that courts are getting cases “wrong” because of the bias does not necessarily 
imply that this is a bad outcome.



364   dORON TEICHMAN

5 The Hindsight Bias and the Law

Notwithstanding the above discussion, this section assumes that the hindsight bias 
creates social costs, and therefore the legal system should attempt to deal with it. As 
will be shown, legal systems employ both procedural tools that aim to eliminate the 
effect of the bias on decision-makers and substantive tools that shift the focal point of 
legal disputes from ex post evaluations of behavior to ex ante assessments. While none 
of these measures offers a complete solution to the problems associated with the bias, 
they do alleviate some of them.

5.1 Debiasing

A logical starting point for the discussion on legal reactions to the bias is the possibility 
of debiasing decision-makers. After all, if the behavior of decision-makers is the source 
of the problem, regulating it sounds like a sensible solution. despite its logical appeal, 
however, this line of thought has been mostly unconstructive. As the following review 
suggests, a significant body of work has demonstrated that undoing the effects of the 
hindsight bias is a thorny task.

Soon after the publication of Fischhoff (1975) researchers turned to explore whether 
certain interventions can reduce the effect of the hindsight bias. The general picture 
arising from this body of work does not reflect great success. Merely warning people 
about the bias does not seem to help (Fischhoff 1977); neither does offering them mon-
etary incentives (Hell et al. 1988). A meta-analysis of close to 100 hindsight studies 
concluded that “manipulations to reduce hindsight bias did not result in significantly 
smaller effect sizes. . . than studies in which no manipulations to increase or reduce 
hindsight bias were included” (Guilbault et al. 2004, 111).

despite this general picture, one debiasing approach that has proven relatively effec-
tive is the consider-the-opposite strategy. According to this strategy decision-makers 
are encouraged to actively think about counterfactual scenarios that do not involve the 
outcome that materialized (Lord, Lepper, and Preston 1984; Nario and Branscombe 
1995; Tetlock 2005). dawson and colleagues (1988) demonstrated the effectiveness of the 
strategy in the context of the evaluation of medical decisions. In the study physicians 
were asked to estimate the probability of three different diagnoses given a certain clini-
cal picture. Participants in the foresight group were not informed of the “true” diag-
nosis, whereas participants in the hindsight group were informed that one of the three 
diagnoses was the one that eventually turned out to be correct. The hindsight-debias 
group was designed like the hindsight group, aside from the fact that its participants 
were asked to list one reason why each of the diagnoses might be correct. The results 
showed that this procedure brought about a significant decline in the size of the bias. 
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While participants in the hindsight-debias group were still influenced by the exposure 
to outcome information, this influence was lower than in the hindsight group.

To be sure, one should be cautious as to the amount of effort decision-makers are 
asked to put into identifying alternative outcomes. Sanna, Schwarz, and Stocker (2002) 
and Sanna and Schwarz (2003) applied two debiasing procedures to their subjects. 
Whereas half of them were asked to think of a small number of alternative outcomes 
(e.g., two) the other half was asked to think of a large number of alternative outcomes 
(e.g., ten). Interestingly, the second debiasing technique backfired and exacerbated the 
magnitude of the bias. The authors hypothesized that since coming up with a large 
number of alternative outcomes was relatively difficult, participants concluded from 
this difficulty that the outcome they were informed about was more likely.

A few studies have explored the effectiveness of concrete debiasing measures in legal 
settings. In Kamin and Rachlinski (1995, 97) participants were informed by the judge:

Making a fair determination of probability may be difficult. As we all know, hind-
sight vision is always 20/20. Therefore it is extremely important that before you 
determine the probability of the outcome that did occur, you fully explore all other 
possible alternative outcomes which could have occurred. Please take a moment to 
think of all the ways in which the event in question may have happened differently 
or not at all.

This procedure did not render any meaningful difference between the debiased group 
and the group that did not undergo such a procedure. That said, however, one should 
note that this procedure is much closer to an admonishment procedure. Effective 
consider-the-opposite strategies require forcing decision-makers to actually consider 
the opposite by, for example, asking them to write down alternative scenarios (dawson 
et al. 1988).

A more aggressive and effective debiasing approach was presented by Lowe and 
Reckers (1994). Their experiment involved a hypothetical lawsuit brought against an 
accounting firm that audited a company and issued a favorable report. Participants 
who were required to evaluate the audit report were either given no outcome informa-
tion or were informed that the company eventually filed for bankruptcy. Participants 
in the hindsight-debias group went through a three-stage debiasing procedure. They 
were presented with two alternative scenarios in which the company remained sol-
vent; they were asked to assess the likelihood of those scenarios; and, finally, they were 
required to come up with their own alternative scenario. The debiasing procedure 
proved effective: participants in this group evaluated the auditors’ decisions signifi-
cantly more favorably than those in the hindsight group with no debiasing procedure.

A final and separate question is whether lawyers can debias decision-makers. 
Stallard and Worthington (1998) presented results that suggest that this question can 
be answered (somewhat) affirmatively. In their study they did not rely on the bland 
instructions presented by a judge. Rather, they presented mock jurors with more vivid 
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arguments made by the defendant’s attorney. This lawyer warned the mock jurors of 
“Monday morning quarterbacking” and urged them not to second-guess the decisions 
in hindsight. This quite realistic and simple debiasing technique managed to reduce 
the bias significantly. Whereas 57% of participants reached a negligence conclusion in 
the regular hindsight group, this figure dropped to 37% in the debiased group. While 
this final figure is still higher than the amount of negligence findings in the foresight 
group (that was only 29%), it does reflect a meaningful reduction in the bias that was 
achieved by using a very simple tool. More research—conducted both in the lab and in 
the courtroom—could shed additional light on this important question.

In sum, legal scholars have tended to view debiasing procedure as a nonviable solu-
tion to the effects of the bias (Rachlinski 1998). To the extent this argument refers to the 
possibility of completely eradicating the influence of the bias on decision-makers, it is 
undoubtedly correct. However, as this review suggests, reducing the effect of the bias 
through different debiasing techniques is possible. Additional research is required in 
concrete legal settings to map the contexts in which such strategies can be used, and 
what is the size of the effect they manage to achieve.

5.2 Bifurcation

To the extent debiasing decision-makers proves an unfruitful path, policymakers may 
consider alternative options that will aim to shield the legal process from the effects of 
the bias. In this respect scholars have proposed to bifurcate tort proceeding such that 
the negligence question will be dealt with separately (Poythress 1989; Jolls, Sunstein, 
and Thaler 1998). For example, Jolls, Sunstein, and Thaler propose that in a medical 
malpractice case involving a balancing between two risky options (e.g., cesarean sec-
tion vs. vaginal birth), jurors will be presented with the ex ante facts that the physi-
cian held, and will not be informed of the outcome of the procedure. Once jurors are 
unaware of the outcome, so the argument goes, the problems of judging in hindsight 
can be eliminated.

While bifurcation might prove to be useful in cases involving choices between two 
risky strategies, it is far less useful in most tort cases. As Korobkin and Ulen (2000) 
pointed out, in the majority of such cases jurors are asked to examine whether the tort-
feasor was required to take additional (costly) safety measures. In other words, the 
judgment is not between measure X and measure Y, but between adopting a level of 
care of X or 2X. Within this paradigm there is no way to insulate fact-finders from the 
occurrence of a harm, as they are well aware of the fact that a harm is an underlying fact 
of the litigation.

Interestingly, the case for a general bifurcation policy might stem from the outcome 
bias rather than the hindsight bias. As noted earlier, this bias suggests that the size of 
the harm itself might alter people’s judgment of the tortfeasor’s behavior. By screening 
away outcome information, the effect of this bias might be diminished, and court rul-
ings will better reflect a judgment of the decisions people made. That said, however, a 
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key caveat should be highlighted. Since the occurrence of a harm cannot be hid from 
fact-finders in tort cases, they might develop estimates of the magnitude of this harm. 
It is unclear if and in what way such estimates will influence decisions.

5.3 Burden of Proof

An alternative method proposed in the literature to deal with the hindsight bias relates 
to the burden of proof (Jolls, Sunstein, and Thaler 1998). The traditional evidentiary 
standard in civil cases is preponderance of the evidence. If the jurors believe that it is 
more likely than not that the defendant’s negligence caused the defendants harm, they 
should accept the claim. In a first-best world this evidentiary standard is expected to 
minimize the number of errors associated with adjudication (vars 2010). If, however, 
fact-finders are systematically biased in favor of plaintiffs then this analysis no longer 
holds, and it might be desirable to raise the evidentiary threshold in order to counteract 
the bias. Jolls and her colleagues conjecture that raising the evidentiary threshold in 
civil cases involving hindsight judgments to a level of 75% might be desirable.

Recent findings in the area of judicial decision-making suggest that there might be 
no need to reform evidentiary thresholds since the de facto meaning of the preponder-
ance of the evidence standard is significantly higher. Zamir and Ritov (2012) examine 
the connection between the omission bias and the burden of proof. They hypothesize 
that since dismissal of a claim is likely to be viewed by the judicial decision-makers as 
an omission while acceptance of a claim is likely to be viewed as a commission, adju-
dicators will set a higher threshold for the acceptance of claims. To test this hypoth-
esis they design a series of neatly structured experiments that elicit from participants 
their decision threshold. Their results suggest that the actual threshold is significantly 
higher than that of the preponderance of the evidence, and lies somewhere between.60 
and.75.

5.4 Substantive Legal Rules

An alternative to regulating the judicial decision-making process might be altering 
substantive legal rules such that their application will overcome (or, alas, diminish) the 
costs associated with the bias. The hindsight bias comes into play when adjudicators 
need to evaluate choices ex post. Numerous legal policies can substitute this structure 
of regulation with alternative regimes that shift the analysis towards benchmarks that 
were created ex ante. By shifting the analysis in such a fashion some of the problems 
created by the bias can be alleviated.

One direction the law might take is towards the use of standards that are determined 
in advance. Since such standards are set prior to the outcome occurring, they might 
reflect an unbiased assessment of risks. The two main tools that come to mind in this 
regard are regulations set by government agencies and customs created by the relevant 
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industry. A  rule that views compliance with such standards as a complete defense 
to negligence liability would negate the problems associated with ex post evaluation 
(Rachlinski 1998).

In practice, however, courts refuse for the most part to adopt a deferential stance 
towards compliance with regulations or customs. While compliance with such stan-
dards can be introduced as evidence of nonnegligence, it does not offer a complete 
defense (Restatement (Third) of Torts:  Liability for Physical and Emotional Harm, 
§13(a)). This legal policy is grounded in concerns over issues such as sustaining incen-
tives to innovate precautions (Parchomovsky and Stein 2008), and the possibility that 
government agencies are captured by interest groups (Bernstein 1955). Furthermore, 
secondary considerations such as enforcement costs also suggest that this policy might 
be justified (Shavell 2012). The outcome of this policy, however, is that potential tortfea-
sors cannot avoid the risks associated with hindsight judgments by relying on compli-
ance with customs and regulations.

despite the general trend manifested in the Restatement of Torts, there are concrete 
contexts in which the law does defer to standards set ex ante. Certain “safe harbors” 
enable tortfeasors that take the designated precautions to preempt future liability. 
A broad area of tort law ranging from product liability (Klass 2009) to dram shop liabil-
ity (Turner 2009) is governed by such safe harbors. In the area of medical malpractice 
there are many calling for the creation of similar safe harbors based on evidence-based 
standards (Blumstein 2006).

A different, and to some degree diametrically opposite, strategy the law can adopt 
towards the bias is to adopt a no-liability regime (Rachlinski 1998). In such cases the 
law recognizes that given the low quality of decisions produced by adjudicators, it is 
best it leave the area free from formal legal regulation. Thus, the law creates hurdles to 
litigation that preempt the filing of lawsuits.

Probably the most famous example of this line of action can be found in the area of cor-
porate law and the application of the Business Judgment Rule (BJR). Generally speaking, 
the BJR represents nearly complete deference to the decisions of corporate officers and 
directors with respect to questions relating to the duty of care (i.e., negligent management). 
According to the rule, as long as the officer or director made an informed decision and was 
not an interested party, she will not be held liable for her decisions, even if they turned out 
to be terribly bad in retrospect (The Walt Disney Co. Derivative Litigation 2006, 52).

The BJR reflects an understanding that biased liability in the corporate context might 
be damaging. Corporate decisions by their very nature involve trade-offs between risk 
and returns. Shareholders want managers to take efficient risks, knowing that in some 
cases those risks will turn out to be losing bets, since they can hedge those risks through 
prudent diversification. While in a perfect world it could have been beneficial to have 
a neutral entity examine whether the choices made by management were efficient, this 
is not the case in a world with biased courts. Thus, corporate law has evolved towards 
offering managers a blanket safe harbor that applies within very broad conditions.

A final path the law can take in the face of biased ex post adjudicators is to create 
causes of action that need to be litigated prior to the materialization of the outcome. 
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Under such regimes courts engage in a substantive evaluation of the decision, much 
like in any negligence case. However, this evaluation is conducted ex ante, before harm 
had a chance to materialize.

The Israeli regime regulating the payment of dividends can serve as a case in point. 
The payment of dividends by the corporation is a means through which the assets of 
the corporation are transferred to the hands of its shareholders. In this way, dividends 
create a conflict of interests between shareholders and creditors. Whereas the former 
have a strong interest in transferring wealth to their pockets, the latter have an interest 
in protecting the corporation’s liquidity so it can continue to serve its debt. Given this 
conflict of interests, corporate law often regulates the distribution of dividends, and 
limits the ability of shareholders to extract cash from the company. Under Israeli law 
a corporation must fulfill two criteria in order to move forward with a dividend (§302 
of the Corporate Code): (1) a rigid rule-like profit test that examines whether from an 
accounting perspective the corporation has profits on its balance sheet; and (2) a flexi-
ble standard-like solvency test that examines whether the payment of the dividend will 
create an unreasonable risk that the company will not be able to fulfill its obligations.

Courts evaluating the solvency test in cases in which the corporation became insol-
vent might find it difficult to ignore this fact. As a result, they are expected to systemati-
cally view legitimate dividend payments as payments that did not fulfill the solvency 
test. Fearing the personal liability associated with a finding that a corporation distrib-
uted a dividend in violation of Section 302, directors are expected to adopt defensive 
policies and approve an inefficiently low level of dividends.

A partial solution to this concern is provided by §303 of the Corporate Code. 
According to this section in some cases a corporation can approach the court and ask it 
to rule in advance that it fulfills the solvency test and can go forward with the payment 
of a dividend. This provision enables the corporation to force its creditors to litigate 
over the murky solvency question ex ante. By doing so it can sidestep any biased ex post 
disputes over the matter. As was the case with respect to negligence and regulation, 
however, adopting such a regime might generate significant enforcement costs.

5.5 Contracting out of the Hindsight Bias

Thus far the analysis has focused on the way the law can deal with the problems cre-
ated by the hindsight bias. Contracting parties who anticipate the influence of the bias 
on litigation that might arise down the road do not have to rely on legislated solutions. 
Rather, they can design their contract such that it will minimize the costs generated by 
the bias. By adopting clear ex ante norms in the contract the parties reduce the possibil-
ity of biased judgments ex post.

An example of an attempt to deal with the bias through contact design can be found 
in the context of remedies for breach. The default remedy in Anglo-American con-
tract law is expectation damages (Farnsworth 2004, §112.1, at 149; Peel and Treitel 
2007, §20-054, at 1024). Generally speaking, this remedy is limited to losses that the 
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breaching party could foresee at the time of contracting as a probable result of the 
breach (Hadley v. Baxendale 1854). Thus, much like in other areas of law, courts deter-
mining contractual remedies need to assess the remedial question based on the infor-
mation set that was available at the time of contracting. Given the existence of the 
hindsight bias, courts are expected to systematically overestimate the foreseeability 
of losses.

Contracting parties who anticipate the skewed pattern of judicial decisions relating 
to contract remedies, however, do not have to take it as a given. Rather, they can attempt 
to avoid them by opting out of the remedial regime offered by the law. More specifically, 
they can stipulate the level of damages that will be applied in case of breach in the con-
tract. By doing so the parties limit the power of biased adjudicators, and increase the 
likelihood that in the case of a breach the court will apply the remedy that best fits their 
ex ante expectations.2

To be sure, stipulating damages ex ante is not a foolproof solution to the prob-
lems associated with hindsight. Even when the parties agree to a specific sum 
of damages, the court can still strike down this sum if it finds that it is not “an 
amount that is reasonable in the light of the anticipated or actual loss caused by 
the breach and the difficulties of proof of loss” (Restatement (Second) of Contracts, 
§356). While this evaluation might be somewhat constrained by the predetermined 
sum (that could even function as an anchor), there is no reason to assume that it 
will be immune from the bias. Apparently, you can run but you cannot hide from 
the hindsight bias.

6 Conclusion

This chapter examined the way in which the hindsight bias influences the decisions 
made by judges and jurors. The general picture arising out of it is that the bias affects 
a wide body of legal decisions ranging from tort law to constitutional rights. While 
the positive predictions associated with the bias are clear, its normative implications 
are a much more murky business. As the analysis presented in the chapter suggests, 
the fact that courts are reaching biased decisions ex post does not necessarily imply 
that those decisions are inefficient. A complete welfare analysis of the bias requires 
accounting for both the inefficiencies of the legal rule itself, and other biases that 
come into play when it is applied. In this regard, the chapter has mapped numerous 
paths for future research.

2 The text focuses on the role of the hindsight bias on opting out of the default remedial regime, 
though there are clearly other factors that might come into play such as the parties’ attitude towards 
risk, their reliance decisions, etc.
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BEH AV IOR A L L AW A N D ECONOM IC S 
OF PROPERT Y L AW

Achievements and Challenges

DAPHNA LEWINSOHN-ZAMIR

1 Introduction

Economic analysis of property law occupies a central place in the property litera-
ture. One might even say that standard economic analysis has reached its zenith and 
to a certain extent exhausted its usefulness in addressing real-life property issues. 
After laying down the main economic justifications for private property (Posner 
2011, pp. 40–42), and deriving basic rules—such as those relating to takings compen-
sation—from these ideas (e.g., Michelman 1967), scholars have turned to ever more 
sophisticated and complex analyses that are less applicable to actual property con-
flicts (see Lewinsohn-Zamir 2001b, pp. 98–101). In contrast, behavioral analysis of 
property law is still relatively novel. Research in this field is in the early stage of testing 
or applying basic insights and theories, and currently covers rather limited or spo-
radic issues.
This chapter critically surveys the behavioral law and economics literature on prop-
erty law. Section 2 briefly sketches the main features and tendencies of existing stud-
ies. Section 3 discusses several issues with respect to which behavioral analysis has 
made an impact, such as the characterization of property as a “thing” or as a “bundle 
of sticks,” compensation for takings of property, the choice between property rules and 
liability rules, and redistribution. In addition, section 3 highlights gaps in the current 
literature, such as the disregard of commercial property, fungible property, and mov-
ables. Section 4 concludes the survey with remarks on the prospects of debiasing, and 
recommendations for future research.
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2 Behavioral Analysis of Property Law: An 
Overview

The behavioral literature on property law can be divided into two categories that 
partially correspond with two different periods. One category consists of (mostly 
earlier) studies that did not conduct independent experimental research, but 
rather relied on general results from the vast psychological literature. Scholars 
applied findings and theories that were developed in nonlegal contexts to the anal-
ysis of law-related issues. These applications were based on common-sense rea-
soning and analogies, rather than on direct testing of a property law topic. Thus, 
Fennell (2003) used phenomena like the omission and regret-avoidance biases (see 
Ritov and Baron 1990, 1992; Baron and Ritov 1994), to explain why, despite the 
popular opposition to estate taxes, people do not dispose of their property dur-
ing their lifetime. Similarly, Lewinsohn-Zamir (2008, pp. 661–65, 681–87) relied 
on these biases to justify the limited legal intervention in owners’ freedom to 
destroy their property. In a similar vein, Stern (2006) employed the crowding-out 
effect (see Gneezy and Rustichini 2000)  to support certain financial incentives 
that would safeguard landowners’ intrinsic motivation to conserve wildlife habi-
tats, thereby increasing the efficacy of conservation programs. Another example 
is Tor and Oliar’s (2002) reliance on evidence regarding people’s overoptimism 
(see Weinstein 1980, 1987)  to argue that a copyright protection term phrased as 
“lifetime of the author plus X years after her death” would be perceived as grant-
ing larger financial incentives to create, than a fixed term of years of comparable 
expected duration.

The second category or phase of behavioral studies of property law is character-
ized by endeavors to carry out experimental research explicitly tailored to legal 
issues. Scholars have either designed their own experiments or relied on studies 
that directly examined law-related topics. This second wave of research responded 
to calls in the literature to improve the relevance or “fit” of the data employed in 
behavioral analyses (Barros 2009, pp. 646–47). Accordingly, Nadler and Diamond 
(2008) investigated the adequacy of market-value compensation for the expropria-
tion of residences, by expressly asking subjects about the sum of money above mar-
ket value that would be required for them to sell their home (with the understanding 
that if negotiations fail, the government would exercise its eminent domain powers 
to compel the transfer). In a similar fashion, Lewinsohn-Zamir (2013) directly elic-
ited laypersons’ and businesspeople’s preferences regarding monetary and in-kind 
remedies for various types of injury, including trespass to land and partial expro-
priation of a parcel.
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Along with their important contribution to property law scholarship, both types of 
behavioral studies suffer from considerable limitations that may be due to the nascent 
stage of this theoretical and methodological perspective. As behavioral analyses of 
property law grow in quantity and sophistication, the limitations described below will 
hopefully disappear, or at least be reduced.

Behavioral studies tend to test the existing rules of property law. In itself, this is 
certainly a worthwhile enterprise. However, excessive focus on debates regarding the 
prevailing rules has its disadvantages as well. For instance, a substantial part of the 
literature engages with the quintessential nonfungible property—the home—and 
whether it indeed merits special legal protection (Barros 2006; Blumenthal 2009, 
pp. 617–21, 640–41; Godsil 2004; Kelly 2006; Nadler and Diamond 2008; Stern 2009, 
2010). Behavioral analyses have largely overlooked nonresidential lands (such as com-
mercial units) and other types of property (such as movables). Consequently, these 
studies have not examined the extent to which certain psychological findings are rel-
evant to fungible property as well.

Another difficulty is that legal studies tend to rely on general behavioral phenom-
ena, without paying sufficient attention to context-specific variations, exceptions, and 
refinements established in empirical and experimental psychological studies. Thus, for 
example, the basic endowment effect is widely applied in the literature (see, e.g., Ayres 
1998; Buccafusco and Sprigman 2010, 2011; Jolls and Sunstein 2006), but the circum-
stances in which it is eliminated or reduced are often overlooked. These circumstances 
may be relevant to the legal issue at stake.

The final characteristic to be noted here is that legal research commonly strives to 
be normative as well as descriptive. It does not suffice with establishing experimental 
results, but tends to deduce normative implications from the data. These policy sug-
gestions are sometimes problematic. Typically, the experimental or empirical results 
are insufficient, in themselves, to support any specific legal recommendation; and 
sometimes they may even support conflicting recommendations. Quite often, the 
psychological findings can be regarded, at best, as one consideration among many. 
Another obstacle is the level of generality of behavioral data. The data may be inap-
plicable to legal issues because they do not test the nuances that are important for 
legal analysis. For instance, while the distinction between ownership and possession 
is crucial in various legal contexts—ranging from adverse possession, to self-help 
and landlord-tenant relationships—psychological studies typically fail to distin-
guish between ownership and possession. Finally—as is often the case when trying to 
infer from laboratory findings to the real world—drawing conclusions from experi-
mental evidence and applying them to legal policymaking may be problematic due 
to the ineliminable differences between “property” in the laboratory and in real-life 
scenarios.

The next section of the chapter demonstrates the above tendencies in an array of 
property contexts.
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3 Behavioral Analysis of Property Issues

Behavioral studies have made significant contributions to several debates in property 
law. In what follows, I survey some of the main issues on which the psychological find-
ings have left their mark. These include the characterization of property as a “thing” 
or as a “bundle of sticks,” the distinction between fungible and nonfungible property 
and between ownership and possession, the choice between property rules and liability 
rules, and the use of substantive rules of property law for redistributing welfare.

3.1 Property as Thing versus Property as Bundle of Sticks

Property scholars debate whether property should be regarded as a “thing” or as a 
“bundle of sticks” (Dagan 2011, ch. 2; Merrill and Smith 2007; Penner 1996; Smith 2012). 
The former metaphor views property as a discrete object, whereas the latter portrays 
it as a package of separate rights: to possess, use, exclude others, dispose of, destroy, 
and so forth (for a summary of the literature on the two property paradigms, see Nash 
2009, pp. 694–707). This controversy is not a matter of semantics. Rather, it is believed 
that the framing of property one way or the other affects people’s perceptions of owner-
ship, and consequently the legal protection that the state affords owners.

Specifically, some writers assert that the “thing” conception implies exclusive, 
unlimited control over assets. Accordingly, any restriction of this right is an injury to 
property, and such a perception might eventually lead to excessive protection of own-
ers at the expense of other social goals. A bundle of rights understanding, in contrast, 
draws one’s attention to the limitations of ownership and to the interests of others. 
Consequently, state interference with property would be more readily accepted as legit-
imate (Nash and Stern 2010, pp. 451–55, 462–65; Singer 2000, pp. 2–13).

As a theoretical generalization, these arguments seem unpersuasive. In principle, 
why can’t people regard property as a thing conferring limited rights, or as a bundle 
of unrestricted rights? Furthermore, one may conjecture that the two property per-
ceptions would have an opposite effect. Indeed, in theoretical discussions of the tak-
ings issue, some scholars have argued that if property is perceived as a thing, fewer 
state interventions would be considered to be takings. This is because under the 
“thing” conception, property is likely to be regarded as taken only when it is physi-
cally expropriated or when nonphysical regulation renders it useless. That is to say, as 
long as some reasonable use of the asset remains, the owner would not think that her 
“thing” was taken from her. In contrast, the bundle of sticks conception emphasizes 
each distinct right in the ownership-package. As a result, eliminating any one of these 
sticks would be viewed as a taking of that right in its entirety. This argument was first 
advanced by Ackerman (1977, ch. 6), who claimed that laypeople (“ordinary observ-
ers”) adhere to the thing conception of property whereas legal professionals (“scientific 
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policymakers”) view property as a bundle of rights. Similar views regarding the prob-
able effect of a “bundle of sticks” understanding were expressed by property theorists 
like Michelman (1988, pp. 1614–25) and Radin (1988, pp. 1676–78).

Interestingly, behavioral scholars attempted to test the former effect of property per-
ception but did not mention the possibility of the latter, opposite effect. Nash (2009) 
examined how the framing of a laptop computer as a thing or as a bundle of rights 
affected in-coming law students’ acceptance of restrictions on the asset. Subjects were 
told to envision a scenario in which they had to purchase a laptop from the law school. 
Half of the questionnaires tried to frame the laptop as a thing (e.g., by referring to 
the acquisition of “a laptop”) and the other half as a bundle of rights (e.g., by indicat-
ing that the subjects purchase the right to use a laptop). In both cases, subjects stated 
their attitudes toward the law school’s proposed limitations on the use of the laptops 
(for instance, with respect to the hours and types of permitted uses). Nash found that 
while all subjects expressed unfavorable reactions to the suggested restrictions, stu-
dents who received the bundle version of the questionnaire were more accepting of the 
law school’s intervention than students who answered the thing version (Nash 2009, 
pp. 715–21).

The findings that the notion of property can be manipulated, and that a bundle fram-
ing weakens ownership perceptions and decreases resistance to regulation of the prop-
erty, was replicated and further advanced by Nash and Stern (2010), who similarly used 
vignettes regarding students’ rights in laptops purchased from their law school. Both 
studies advocate reframing people’s property perceptions from “thing” to “bundle” in 
various legal contexts, such as environmental regulation (e.g., Nash and Stern 2010, 
pp. 492–94). In support of this recommendation, Nash and Stern (2010, p. 481) claim 
that the public acceptance of zoning regulation—in contrast to the popular hostility 
towards eminent domain—is an example of successful bundle-of-rights reframing. 
However, one may conversely argue that if people indeed view zoning as legitimate, 
then this phenomenon is actually more supportive of the opposing theory: since people 
perceive their property as a thing, they do not regard it as taken by the state if it remains 
physically in their hands and can still be used in economically viable ways.

While these experimental studies are important, they do not settle the debate 
regarding the effect of different property perceptions, and their normative implica-
tions may be challenged. First, one may argue that the bundle-of-sticks questionnaires 
did not invoke in subjects a notion of “having property” at all, because they expressly 
gave them only a set of use rights (see also Nash 2009, pp. 721–22). This possibility is 
reinforced by the fact that the subjects did not receive actual laptops, but only answered 
hypothetical questions regarding the asset. Second, since the laptops were purchased 
from the law school (not from a third party), the subjects may have viewed the restric-
tions as a “limited giving” of property rather than as a “taking,” and consequently 
regarded the interference as more legitimate than otherwise. Third, even if property 
conceptions can be successfully manipulated in experimental settings, this might not 
be possible in real life. One reason for skepticism is that people may not be aware in 
advance of restrictions on their property rights, or may not actually experience them 
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with respect to most of their property. Therefore, it is doubtful if we can educate them 
to perceive property as a bundle of specific and limited rights, rather than as discrete 
assets. Finally, and more importantly, it is difficult to deduce normative implications 
from people’s perceptions of property, whatever they may be. It may be the case that 
property conceptions play a rather small role in owners’ reactions to restrictions on 
their assets, and that the context and substance of these limitations are more crucial. 
Thus, the type of asset involved, the magnitude of the injury to the asset’s value, and 
the extent of the distribution of the injury throughout society (whether the injury is 
inflicted on a small group of property owners or widely distributed among many), may 
be better indicators of the probable impact of property restrictions than the property 
perception of the injured owners (Lewinsohn-Zamir 1996).

3.2 Fungible and Nonfungible Property

Property can be classified as fungible or nonfungible. This distinction figures prom-
inently in Margaret Radin’s influential personhood theory of property (Radin 1982). 
Radin based her theory on Hegel’s justification of private property as necessary for 
the development of people’s personality. According to the personhood theory, prop-
erty is “personal” if its loss cannot be remedied by receiving its value or purchasing a 
replacement in the market (paradigmatic examples are the home, a wedding ring, or a 
family portrait). A fungible asset, in contrast, is easily replaceable with a similar object 
(e.g., money, a contractor’s parcel of undeveloped land, or a commercial landlord’s 
apartment). Generally speaking, Radin has argued that greater protection should be 
afforded to personal property than to fungible property. For instance, preventing even 
the compensated taking of a highly personal asset, such as the family home, may be jus-
tified. In contrast, monetary compensation should always suffice for claims involving 
fungible property, and sometimes no compensation is necessary (Radin 1982, pp. 959–
61, 988, 1005–6, 1014–15; 1986, pp. 362–65; 1988, pp. 1868–92).

Over the years, nonbehavioral studies have criticized these normative conclusions. 
Scholars have argued that property deemed personal according to personhood theory 
is granted excessive legal protection. Such protection has elitist and regressive con-
sequences because it favors people with large quantities of expensive personal prop-
erty, like luxury homes (Schnably 1993, pp. 375–79, 397–99). In certain contexts, such 
as bankruptcy proceedings, it suffices to guarantee individuals some reasonable shel-
ter, rather than allowing them to remain in their actual place of residence, regardless 
of its value (Lewinsohn-Zamir 2003, pp. 1721, 1725–29). It was also averred that fun-
gible property receives inadequate protection under personhood theory. The fact that 
money can sufficiently compensate for injury to fungible property does not imply that 
monetary compensation is unnecessary (Lewinsohn-Zamir 1996, p. 121).

The behavioral legal literature has focused mainly on the “personal” strand of this 
debate and, particularly, on the protection of homes. It inquires whether homes are 
indeed “special” (Barros 2006, 2009), and overlooks the controversy regarding the 
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adequate protection of fungible property, such as land held for business purposes. 
Furthermore, property other than land—whether personal or nonpersonal—is mostly 
ignored.

Nadler and Diamond (2008), for example, conducted an experimental study on the 
expropriation of homes. Subjects were asked to indicate the sum of money above fair 
market value that would be required for them to sell their home, with the understand-
ing that if negotiations for a voluntary sale were to fail, the government would compel 
the transfer. The authors found that respondents indeed required compensation sur-
passing market value and that the length of time the residence had been in the family 
(two years versus one hundred years) significantly affected the difference between mar-
ket value and the hypothetical sale price (Nadler and Diamond 2008, pp. 729–30, 743–
44).1 However, they did not examine whether similar phenomena exist with respect to 
other types of property, such as commercial land.

Focusing on the same issue, Stern (2009) relied on psychological research to cri-
tique the presumed uniqueness of homes. Some studies have shown that psychological 
attachment to the home is weaker than commonly believed. For instance, most people 
forced to relocate from their homes due to urban-renewal projects eventually accli-
mated to their new surroundings and did not suffer serious long-term mental harm. 
Therefore, Stern advocated reducing the number and scope of home-protective laws 
(Stern 2009, pp.  1115–19, 1139–44). Likewise, Stern criticized the expansive constitu-
tional protection of residences from search and seizure. Psychological studies indicate 
that privacy is not a rigid spatial concept and empirical evidence shows that homes 
are commodities that are sold or rented quite frequently. Hence, Stern argued that the 
strong emphasis on the physical home should be replaced with rules that are more 
responsive to the concerns of substantive privacy (Stern 2010, pp. 906–11, 923–30).

The focus on homes is understandable. A person’s residence is often her most valu-
able asset, and one that is relatively vulnerable to injury by the state. While a home 
might be expropriated for public use (e.g., Kelo v. New London, 125 S.Ct. 2655 (2005)), 
it is difficult to envision a scenario where a wedding ring or a family portrait would 
be taken by the government. However, the disproportionate attention to homes leaves 
important questions unanswered. Can people form strong attachments to property 
regarded as “fungible”? Does monetary compensation or fair market value always suf-
fice when fungible property is injured? More specifically, should commercial property 
necessarily receive less protection than residential?

Intuitively, it is not clear why property used for commercial purposes should be 
classified as “nonpersonal.” Many people spend most of their time and efforts in their 
business, and people’s occupation is often central to their self-identity. Plausibly, indi-
viduals’ welfare depends on their business’s flourishing, through which they realize 
their talents, independence, and personal character. Moreover, even if owners indeed 

1 In contrast, the public purpose of the taking—building a children’s hospital or rather a shopping 
mall—had little effect on hypothetical sale prices. Nadler and Diamond 2008, pp. 742–43.
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regard commercial assets as fungible, jurists should be wary of drawing conclusions 
from this fact in the absence of sufficient behavioral data about fungible property. Let 
me illustrate this concern in the context of compensation for takings of property.

In the United States (and elsewhere), there is a sharp distinction between physical 
and nonphysical injuries to land. Landowners are afforded much wider protection 
against physical injuries (such as the taking of possession or the elimination of existing 
uses on the land) than against nonphysical injuries (such as the restriction of unre-
alized development rights or the prohibition of future uses). Whereas in the former 
case even a small injury requires compensation, in the latter case enormous reductions 
in value are legitimized without compensation (Lewinsohn-Zamir 1996, pp. 114–19).2 
Radin (1982, pp.  1007–8; 1988, pp.  1691–92) explained this rule of noncompensation 
for severe value reductions in that development rights are fungible property, and that 
the owner often holds the injured land solely for investment or commercial purposes. 
Other scholars strengthened this justification by relying on the psychological literature 
on the endowment effect (EE) (see generally  chapter 12 by Korobkin in this volume).

Numerous experiments have shown that people value an entitlement they already 
possess much more than an identical entitlement that they have an opportunity 
to acquire (Camerer 1995, pp.  665–70; Kahneman, Knetsch, and Thaler 1990, 2008; 
Knetsch and Sinden 1984). A major explanation for the EE is loss aversion. Parting with 
an entitlement is perceived as a loss, whereas acquiring the same entitlement is viewed 
as a gain. Since losses loom larger than gains, people’s selling price is significantly 
higher than their purchase price (Camerer 1995, p. 668; Kahneman 1992; Korobkin 
2003, pp. 1250–55; Zamir 2012, pp. 835–40;  chapter 11 by Zamir in this volume).3

Based on this phenomenon, Ellickson rationalized that a physical injury to land 
would ordinarily be viewed as a loss. In contrast, a nonphysical injury is likely to be per-
ceived as unattained gains. Therefore, the former type of injury is more worthy of pro-
tection than the latter (Ellickson 1989, pp. 35–38). In a similar vein, Serkin claimed that 
elimination of an existing use is experienced differently than the prohibition of a future 
use—the former as an out-of-pocket cost and the latter as a forgone gain. Consequently, 
existing uses deserve more protection than prospective uses like development rights 
(Serkin 2009, pp. 1267–69). Both explanations justify the physical/nonphysical distinc-
tion by linking restriction of development rights with people’s psychological reaction 
to unattained profits. These arguments are based on a crucial assumption, namely, that 
nonphysical injuries are indeed perceived as forgone gains. However, the opposite may 
well be true. Why wouldn’t landowners experience downzoning as a loss of formerly 
vested development rights? This presumption seems especially plausible if the land’s 

2 The physical/nonphysical distinction is not a universal phenomenon. Countries such as Germany 
and Israel recognize a broad right to compensation for both types of injury. For a comparative study of 
land use regulation and compensation in several countries, see Alterman 2010.

3 But see Plott and Zeiler (2005, 2007), who argue that the EE is due to subject misconceptions 
caused by the specific procedures used to elicit valuations. For criticism of these studies, see Isoni, 
Loomes, and Sugden 2011; Korobkin’s chapter in this volume.
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purchase price reflected the value of the development rights. Absent direct testing of 
the matter, one cannot presume one way or the other. Moreover, even if restriction of 
development rights is viewed as an unattained gain—and thus the injury to the land-
owner is smaller than if such restriction were regarded as a loss—the injury may still be 
substantial enough to warrant compensation.

In contrast to the arguments of Ellickson and of Serkin, Fischel acknowledges that 
development rights can create an EE and that their limitation may be perceived as a 
loss. However, Fischel criticizes the claim that the EE supports takings compensation 
exceeding fair market value. This claim, so the argument goes, ignores the fact that 
compensation payments are financed by taxpayers and that the latter too may experi-
ence an EE when parted from their income (Fischel 1995, pp. 207–10). Fischel’s critique 
is problematic because, in the absence of experimental evidence, one cannot assume 
that the two effects offset each other. The EE from loss of development rights may be 
substantially larger than the EE from loss of money (especially when taxes are fully or 
partially hidden, as in the case of employers deducting social security payments from 
salaries [McCaffery 1994, pp. 1874–86]). A possible reason for such disparity is that the 
loss of development rights relates to a specific asset, whereas a monetary loss from taxes 
affects a person’s wealth in general. In addition, while the former type of injury typi-
cally affects only a certain group of landowners, the latter type is widespread across all 
taxpayers. If this is indeed the case, overmarket compensation for takings of property 
could still be justified.

Notwithstanding the scholarly focus on nonfungible property and, particularly, on 
homes, there is some evidence that the fungible/nonfungible dichotomy is overly rigid 
and might lead one astray. Psychological studies indicate that people form attachments 
to fungible property. Beggan (1992) discovered a “mere ownership” effect. Individuals 
are biased in favor of an object and rate it as more attractive just because they own it 
(and regardless of whether it is about to be transferred). Beggan argued that people 
desire to maintain a positive self-image and therefore overvalue the objects they own 
(Beggan 1992, p. 235). This desire to enhance one’s positive image arises, in particu-
lar, when the said image is threatened (such as by subjects’ failure in an assigned task). 
That is to say, a decrement in self-image increases the magnitude of the mere ownership 
effect (Beggan 1992, pp. 233–34). Importantly for our purposes, the ownership effect 
was found with respect to cheap fungible assets, such as a cold-drink insulator.4

In a similar vein, Belk (1988) offered extensive evidence to support the claim that peo-
ple generally regard their possessions as part of their identity or extended self. The per-
ception of possessions as part of one’s self is not limited to objectively unique assets but 
extends to fungibles, including money. This phenomenon is created in various ways, 
such as through controlling, creating, or knowing an asset (Belk 1988, pp. 150–51, 155). 

4 The “mere ownership effect” is supported by experiments in which the purchase price of buyers 
who happened to own an object identical to the one they were offered to buy equaled seller’s asking 
price. See Morewedge et al. 2009.
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Thus, a regular bicycle may invoke pleasant memories, a standard chair may be associ-
ated with a loved person who sat in it, and ordinary athletic equipment may symbolize 
skills and talents. Belk (1988, pp. 142–43) explains that involuntary loss of such posses-
sions—for example, by theft, natural disaster, or forced disposition due to economic 
necessity—causes trauma and loss of self; voluntary disposition, in contrast, does not 
produce this effect. Csikszentmihalyi and Rochberg-Halton (1981) also established the 
connection between mundane assets and the development of the self. As they explain, 
objects affect what a person can do, and since what a person does is largely what he 
or she is, objects have a determining effect on self-development (Csikszentmihalyi 
and Rochberg-Halton 1981, p. 53). Thus, for instance, “the tools of one’s trade. . . help to 
define who we are as individuals” (Csikszentmihalyi and Rochberg-Halton 1981, p. 92).5

The “fungibility” of seemingly fungible assets was also questioned in legal con-
texts. Lewinsohn-Zamir (2013) tested the common belief that people are indifferent 
between in-kind and monetary remedies of equal pecuniary value. It was found that 
both laypersons and experienced businesspeople strongly prefer in-kind entitlements 
and remedies over monetary ones. Moreover, the more experienced the businesspeo-
ple were, the greater their reluctance to content themselves with a monetary remedy. 
Importantly, a preference for in-kind entitlements and remedies existed even when 
the right-holder was a firm, and even when the remedy was related to fungible, easily 
replaceable assets, whose market value was ascertainable. For instance, in contradic-
tion to Radin’s theory, subjects did not view development rights as fungible property: in 
a vignette depicting the expropriation of 10 percent of an undeveloped parcel to widen 
an adjacent road and sidewalk, they clearly preferred compensation in development 
rights to the remainder of the parcel over money compensation of equal and even sub-
stantially higher value (Lewinsohn-Zamir 2013, pp. 163–65, 171–74, 186–88). Another 
experimental study (Lewinsohn-Zamir 2012) found that both laypersons and business-
people perceive outcomes broadly and therefore do not confine the judgment of events 
to their end results. Certain factors, such as how an outcome was brought about (e.g., in 
a spirit of goodwill and mutual cooperation or not), the identity of the parties involved 
(e.g., strangers or friends), the voluntariness or nonvoluntariness of their behavior, and 
the intentionality or nonintentionality of their acts, are commonly regarded as part of 
the outcome and significantly affect its valuation. Thus, for example, the very fact that 
an asset was transferred unwillingly inflicts a loss that is distinct from the owner’s sub-
jective valuation of the asset. This was demonstrated even in the case of a vacant parcel 
expropriated from a real-estate company that held it as part of its commercial stock 
and valued it at the current market price (Lewinsohn-Zamir 2012, pp. 872, 876, 882–83). 
One implication of these studies is that the commonly awarded “fair market value” 
compensation may systematically undercompensate property owners even when the 

5 For a study of self-extension and self-expression through workplace possessions, see Tian and 
Belk 2005.
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injured asset is fungible (Lewinsohn-Zamir 2013, pp. 178–88; Lewinsohn-Zamir 2012, 
pp. 888–90).

To sum up, behavioral studies cast serious doubt on the prevailing distinction 
between fungible and nonfungible property. This dichotomy is overly rigid since 
potentially, any asset could be viewed as personal (or nonpersonal) by its owner. 
Furthermore, even when an asset is subjectively perceived as fungible, market-value 
damages may fail to compensate for the injury resulting from its forced taking. To be 
sure, the legal system may have good reasons not to adopt people’s perceptions in this 
regard. For instance, the unwillingness to encourage fetishism or the high costs of tai-
loring compensation rules may sometimes limit redress to fair market value. However, 
if one holds that enhancing human welfare is a central goal of legal policymaking, and 
if one espouses a theory of welfare that is concerned with preference fulfillment, then it 
is important to be aware of the flaws of the fungible/nonfungible distinction, and par-
ticularly its underestimation of “ordinary” property and assets used for commercial 
purposes.6

3.3 Ownership and Possession

Ownership and possession are basic building blocks of property law, and every so often 
they vest in the same person. Legal scholars, however, are well aware of the importance 
of the distinction between ownership and possession, and of the fact that the two may 
diverge. For example, landlords are nonpossessing owners of the tenement, whereas 
tenants are nonowning possessors of it. In addition, jurists acknowledge the signifi-
cance of distinguishing between lawful and unlawful possession, as well as between 
actual and prospective possession. Thus, a case of adverse possession may involve a 
nonpossessing owner and an unlawful possessor; and a trespass scenario may pit 
a person with a right to receive possession against a person who possesses in fact. 
Indeed, conflicts between owners and possessors—both lawful and unlawful—are not 
uncommon.

The legal treatment of such situations could benefit from behavioral research. 
Moreover, the relevance of psychological data goes beyond disputes between own-
ers and possessors. In crafting legal rules, it would be helpful to know, for instance, 
whether the attitudes and reactions of tenants (both short and long term) to prop-
erty resemble or markedly differ from those of owners. Stern (2011) relies on empiri-
cal data to argue that owners and tenants of comparable residential duration perform 

6 This is particularly true for efficiency analysis, which aims to maximize people’s welfare as 
measured by the extent to which their preferences are satisfied (Shapiro and McClennen 1998). It 
also holds for objective theories of well-being (since they accept that fulfilling people’s wishes is one 
element of human welfare) and deontological theories (since they do not deny the importance of 
consequences, including human welfare). For a discussion of objective theories of well-being and their 
application to property law, see Lewinsohn-Zamir 2003.

 



388   DAPHNA LEWINSOHN-ZAMIR

quite similarly on certain citizenship measures such as community organizational 
participation and certain forms of collective action. Barros (2006, pp. 300–305) sug-
gests that in many legal contexts there may be no reason to treat owners and renters 
differently. This is, in fact, the practice in Israel, where most lands are held in pub-
lic ownership and individuals usually receive only long-term leases. Israeli law often 
equates between the rules applying to ownership and to leases for a term that exceeds 
twenty-five years. Moreover, recognizing that these tenants most probably regard 
themselves as owners and that it would be politically unfeasible to require them to 
vacate the land at the end of the lease, or else pay the full market value of a new lease, 
has led the state to gradually transfer ownership, in certain developed urban lands, to 
the long-term tenants (rather than to perpetually renew the lease without requiring 
payment from the tenants).

Regrettably, however, psychological studies usually do not differentiate between 
ownership and possession, and often conflate the two. Consequently, we cannot 
know whether their findings are attributable to ownership, possession, or both. 
Experimental studies of the EE constitute a good example of this difficulty. Typically, 
subjects are informed that they are owners of some object (such as a mug, a pen, or a 
chocolate bar), which they also physically possess. The value of the endowed object 
is elicited and often compared to the value of some alternative object, that subjects 
neither own nor possess (Knetsch and Sinden 1984; Kahneman, Knetsch, and Thaler 
1990, 1991; Kahneman 1992; Morewedge et al. 2009; van Dijk and van Knippenberg 
1996, 1998).7 Terms pertaining to both ownership and possession are often used 
interchangeably throughout the study. In the relatively few experiments where own-
ership and possession were separated, it was usually not done in order to contrast the 
two, but rather for a different reason, such as to address the concern that by giving 
subjects possession of the endowed asset, the experimenters signal that it is more 
valuable than the alternative asset (Plott and Zeiler 2007, pp.  1455, 1459–60). The 
potential differences between lawful and unlawful possession were not investigated 
at all. Hence, to date, we do not really know to what extent the EE is an “ownership 
effect” or a “possession effect,” and what happens when the two work in opposition 
to each other.

These shortcomings of current behavioral research limit its applicability to legal 
issues, since nuances relevant for the law have not been tested yet. Notwithstanding, 
legal studies do apply such general data to owner-possessor disputes. A  prominent 
example is the discussion on adverse possession. According to this doctrine, a tres-
passer may gain title to the land or immunity from an ejection suit, if her possession is 
adverse to the owner’s interest (i.e., does not stem from the owner’s right and is with-
out the owner’s permission), actual, open and notorious, exclusive, and continuous for 

7 One notable exception is Knetsch and Wong (2009), who found an EE when subjects possessed—
but were not yet the owners—of an endowed object. However, subjects did not own or possess the 
alternative object, and thus ownership and possession were not pitted against each other.
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the statutory period of limitation. Stake (2001, pp. 2423–32), Cohen and Knetsch (1992, 
pp. 751–52) and Ellickson (1989, pp. 38–39) rely on the EE and loss aversion to justify 
adverse possession. The longtime possessor, so the argument goes, would perceive giv-
ing up the land as a loss, whereas the owner would view not receiving it back as a for-
gone gain. Since losses loom larger than gains, incurring the second cost—rather than 
the first—maximizes the parties’ joint welfare. Stake (2001, pp. 2459–64) also addresses 
the possibility that the nonpossessing owner may perceive the rejection of her suit as a 
loss (rather than an unattained gain), but believes that this loss would be smaller than 
the corresponding loss to the possessor. This is because the latter’s loss of a tangible 
physical object would be greater than the former’s loss of—what she probably sees as—
only an intangible financial asset.

These claims seem plausible, yet without direct behavioral research it is difficult to 
know whether a nonpossessing owner would view herself as being in the domain of 
gains or in the domain of losses (Rose 2000, p. 489; Korobkin 2003, pp. 1259–62), or 
if she would perceive her land as merely a financial resource. Arguably, a registered 
landowner who loses her title or the ability of ever using the land would perceive this 
outcome as a loss of a nonfungible asset. Moreover, regardless of whether the situation 
is framed as an unattained gain or as a loss, a crucial factor is the magnitude of these 
gains and losses.8 In real life, the owner may have purchased the land in the past for its 
market price and will therefore be deprived of this value, whereas the possessor may 
have knowingly trespassed on unpaid-for land. The value of the forgone gains or losses 
to the owner may greatly surpass the value of the losses to the possessor. In sum, one 
should be cautious in applying behavioral findings to legal issues absent a good “fit” 
between the two.

Note that even after the above issues are resolved, the case for adverse possession 
would not be settled one way or the other. The possible asymmetry in the subjective 
costs to each party—highlighted by behavioral studies—is but one relevant consid-
eration among many (Ellickson 1989, p. 39 n. 42). Thus, for example, the high costs of 
adjudicating old cases sustained by all parties involved—plaintiffs, defendants, and 
courts—support the statute of limitation. However, in countries where adverse pos-
session does not extinguish the owner’s title, acknowledgment of the possessor’s right 
to remain on the land would impair the accuracy of the information in the land reg-
istry, and the possibility of future purchasers to rely on it. For this reason, Israeli law, 
for example, does not recognize adverse possession claims in lands that have under-
gone a settlement of title procedure (section 159(b) of the Land Law, 5729-1969, 23 LSI 
283, 311).

8 To the extent that the possessor has improved the land, she may be reimbursed for these costs, at 
least in cases where the encroachment was in good faith. See Sterk 1987, pp. 80–81; Somerville v. Jacobs, 
170 S.E.2d 805, 807, 813 (1969).



390   DAPHNA LEWINSOHN-ZAMIR

3.4 Property Rules versus Liability Rules

Behavioral studies offer relevant considerations for choosing the remedy for 
rights-infringement, including property rights. Following the influential article 
by Guido Calabresi and Douglas Melamed (1972), this issue is known as the choice 
between property rules and liability rules. An entitlement is protected by a “property 
rule” if no one can appropriate the entitlement without securing the owner’s con-
sent. The entitlement must be transferred through a voluntary transaction, with the 
owner-seller agreeing to its price. In contrast, liability rule protection enables a forced 
transfer of the entitlement. The coercing party need not seek the owner’s consent, 
but must only pay her the objectively determined value of the entitlement. Calabresi 
and Melamed proposed an elegant criterion for choosing between the two forms of 
entitlement-protection—transaction costs. Property rules should be employed when 
transaction costs are low and the parties can bargain to achieve desirable outcomes. 
Liability rules should be used when transaction costs are high, such as when numer-
ous parties are involved (Calabresi and Melamed 1972, pp. 1092–93, 1105–10, 1118–19, 
1125–27).

Although the Calabresi-Melamed criterion has garnered a great deal of support (e.g., 
Craswell 1993, pp. 8–9, 15; Krier and Schwab 1995, pp. 450–51; Merges 1994), it has also 
been criticized. Scholars have claimed that liability rules may be superior to property 
rules even when transaction costs are low. This argument emphasizes the risk that bar-
gaining under property rules might fail. This can happen, for example, in a bilateral 
monopoly situation with asymmetric information. If each party attempts to capture all 
the gains from the trade and miscalculates the other party’s evaluations and reactions, 
then potentially efficient transactions might not take place at all, or only after a costly 
delay. An advantage of liability rules in this regard is that they remove the entitlement 
owner’s holdout power, thereby ensuring the execution of efficient transfers (Ayres and 
Talley 1995, pp. 1030–33, 1042–44, 1055–56; Kaplow and Shavell 1996, pp. 717–18, 724–37; 
Shavell 2004, pp. 87–91, 315).

However, the employment of liability rules is not without risk, since courts might err 
in assessing the entitlement owner’s losses. Even advocates of liability-rule protection 
concede that the argument in favor of liability rules holds only if courts do not sys-
tematically underestimate compensation awards to entitlement owners (Kaplow and 
Shavell 1996, pp. 720, 730–32). Thus, the superiority of liability rules over property rules 
rests on the presumption that the risks involved in employing the latter are higher than 
those involved in employing the former.

Some scholars have claimed that the EE supports this crucial assumption. Thus, 
Buccafusco and Sprigman (2010, 2011)  argue that intellectual property rights pro-
duce in creators both an EE (as a result of ownership) and an additional “creativity 
effect” (due to being the creators of the owned work), which make them overly reluc-
tant to part with their work (see also Jolls and Sunstein 2006, pp. 220–22; Lemley 2012, 
pp. 485–86. For a critique of Bucaffusco and Sprigman’s argument, see Tur-Sinai 2011). 
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In a similar vein, Penalver and Katyal (2007, pp. 1134–45) assert that the EE creates a 
conservative bias in favor of current property owners that hinders beneficial social 
changes. Likewise, Ayres (1998, pp. 810–12) generally states that property rule protec-
tion of entitlements creates an EE that impedes negotiations. According to this litera-
ture, liability rule protection weakens or eliminates the EE, because entitling owners 
only to monetary damages conveys a lesser sense of ownership than entitling them to 
an injunction against interference with their property (Rachlinski and Jourden 1998).

Notwithstanding, one may argue that, overall, the existing behavioral data are 
more supportive of the opposite argument, namely, that property rules are the supe-
rior remedy when transaction costs are low and parties can bargain with one another. 
Generally speaking, psychological studies invite more optimism about people’s abil-
ity to reach a mutual agreement, and suggest that miscalculations under liability rules 
may be a graver danger than presently realized.

The fear that voluntary transactions under property-rule protection might fail rests 
on an assumption of extreme greediness (each party strives to capture the entire sur-
plus of the transaction). yet an extensive body of research challenges this presump-
tion. Individuals do not always exercise holdout power, and frequently cooperate 
with one another—and thus succeed in fairly dividing the potential gains from trade 
(Etzioni 1988; Jolls, Sunstein, and Thaler 1998; Kahneman, Knetsch, and Thaler 1986; 
Korobkin and Ulen 2000, pp. 1135–38, 1138–41; Mansbridge 1990; Margolis 1982). Of 
particular interest is the literature on the Ultimatum Game. In the basic form of this 
game, one person (the proposer) is asked to divide a sum of money between herself 
and another person (the responder). The responder is free to accept or reject the sum 
offered. In the former case, the proposed division is implemented. In the latter, neither 
player receives anything. The standard economic prediction is one of utmost oppor-
tunism: the proposer will offer the smallest unit of money possible in the game and 
the responder will accept this sum, since any share of the pie is preferable to receiving 
nothing. Experimental results deviate dramatically from this prediction. Most propos-
ers offer substantial amounts of money, often an equal split of the pie, and responders 
accept generous offers. Offers that deviate substantially from 50 percent (such as less 
than 20 percent) are typically rejected. The rejection of low offers is explained both by 
resistance to unfairness and by the desire to punish ungenerous proposers (for over-
views of the vast literature on ultimatum games, see Hoffman, McCabe, and Smith 
2008, pp. 411–28, 436–53; Kagel and Roth 1995, pp. 253–348; Thaler 1992, pp. 21–35).

In the context of negotiations for the transfer of an entitlement, the responder in an 
ultimatum game may be compared to an owner whose entitlement is protected by a 
property rule. She may agree to an offer to sell her entitlement for the price suggested by 
the proposer-buyer, which represents a way of splitting the gains from the trade. If the 
owner rejects the buyer’s proposal, neither party would realize any gains. The results 
of ultimatum games question the conventional assumption that property-rule protec-
tion induces sellers to hold out for all the profits from the trade. Most ultimatum bar-
gaining is successful and a minority of offers are rejected for being too low. Proposers 
know in advance that they must acquire the responders’ consent to enjoy any gains. 
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Consequently, most proposers make offers that they expect responders to accept, and 
their offers are indeed accepted and efficient transactions carried out. The rejection 
power afforded to responders does not induce extreme greediness, but only prevents 
proposers from trying to claim all the profits for themselves. Ultimatum experiments 
thus attest to the success of even one-period bargaining between complete strangers, 
who interact anonymously and are not troubled by considerations of long-term rela-
tionships, their reputation, and so forth. Negotiations in real life would plausibly be at 
least equally successful, because bargainers communicate directly with one another 
and have ample opportunity to discuss their disagreements and negotiate an accept-
able compromise (for a more extensive treatment of these ideas, see Lewinsohn-Zamir 
2001a).9 Furthermore, the argument that negotiations would fail under a property rule 
assumes that sellers are risk-seeking. However, some behavioral studies have found 
that sellers tend to be risk-averse (i.e., more concessionary and willing to compromise), 
while buyers tend to be risk-seeking (i.e., holding out longer for a higher future payoff) 
(Neale and Bazerman 1991, pp. 156–57; Neale, Huber, and Northcraft 1987).

The use of the EE to strengthen the argument in favor of liability rules is particularly 
problematic in the context of property law. If the very fact of having property creates a 
strong EE that obstructs efficient transactions, and if the solution is to protect property 
rights with liability rules, wouldn’t this undermine the whole idea of private property? 
The right of property owners to exclude others from using the property without their 
consent is considered a vital component of ownership (e.g., Merrill 1998). Adopting a 
liability rule regime would radically alter the current institution of private property, 
with detrimental effects in terms of efficiency and fairness.

Parenthetically, such radical restructuring of property may account for the results 
of Rachlinski and Jourden (1998). This experimental study found that a stronger EE 
is manifested when entitlements are protected by an injunction (property rule) than 
when they are protected by a damages remedy (liability rule) (pp. 1559–72). The authors 
compared the sale prices of entitlements protected solely by liability rules to the sale 
prices of entitlements protected only with injunctions. Both regimes greatly differ from 
any property institution in the real world. In addition, all questionnaires informed the 
subjects that if they agreed to sell the entitlement, the purchase price could be used for 
acquiring a good substitute, and that this alternative goal could not be realized without 
a sale. The existence of an adequate substitute may have reduced subjects’ EE in the 
liability-rule scenario, because the loss caused by the possibility of a forced transfer 
could be immediately remedied by a close substitute. In contrast, subjects in the prop-
erty rule scenario may have felt that a sale was redundant, as they could achieve a simi-
lar goal simply by holding onto their current entitlement (for further discussion of this 

9 Note that bargaining under a property rule will usually be carried out in advance—that is to say, 
before any breach of the entitlement owner’s rights has occurred. Therefore, we should not fear the 
same degree of animosity that can obstruct successful bargaining conducted ex post (i.e., after such a 
breach), before the filing of a lawsuit, or around an existing court order. On these problems, see Jolls, 
Sunstein, and Thaler (1998, pp. 1497–98), and Farnsworth (1999).
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study see Lewinsohn-Zamir 2001a, p. 254 n. 121; Korobkin 2003, pp. 1284–85 [explain-
ing why the positive implications of the study might be limited due to its environmen-
tal context]).

At any rate, the EE does not seem to call for a drastic revision in our understanding 
of private property. This is because the existence and magnitude of the EE vary from 
one case to another. The argument in favor of liability rules relies on the general EE 
phenomenon. yet the circumstances in which it is reduced or eliminated are highly 
relevant for the current debate. Studies have shown, for instance, that goods held for 
exchange—in contrast to goods held for use—do not produce an EE, nor do money, 
bargaining chips, vouchers, or tokens that are valued only for their trading possibilities 
(Hoffman and Spitzer 1993, pp. 78–82, 111, 113; Kahneman, Knetsch, and Thaler 1990, 
pp. 1328–32, 1344; Novemsky and Kahneman 2005b; van Djik and van Knippenberg 
1996).10 In a similar vein, the EE is substantially smaller when an adequate substitute for 
the relevant good is available (Adamowicz, Bhardwaj, and Macnab 1993).11 Contrarily, 
the more difficult it is to compare the endowed item and its alternative, the greater the 
reluctance to trade (van Dijk and van Knippenberg 1998).

Furthermore, experimental research has found that the EE is significantly weak-
ened or eliminated when an owner wants to sell her asset. Thus, Mandel (2002) dem-
onstrated that the motivation to bring about a potential transaction—which he labels 
“transaction demand”—moderates the EE. As transaction demand increases, owners 
are more inclined to sell at lower prices and prospective buyers are more willing to pay 
higher prices. In addition, when transaction demand was high for both sellers and buy-
ers, the EE was reversed. Indeed, if transaction demand did not exist in the real world 
and if “motivational factors did not often override the effects of loss aversion on valu-
ation, then far fewer transactions would be expected to occur than they actually do” 
(Mandel 2002, p. 745). Similarly, Simonson and Drolet (2004) showed that if a person 
decides that she wants to sell an item, no EE exists and the market price becomes the 
primary driver of the minimum asking price. In contrast, if a person is uncertain about 
her desire to trade, an EE is created.

All these findings support the argument that the use of property rules may produce a 
weaker EE than the use of liability rules. Property rule protection means that an owner 
will sell only if she has reached the stage at which she wishes to sell. A person desiring 
to sell is a person who intends to participate in the market and who believes that good 
substitutes exist for her entitlement. Put differently, property rules may induce a frame 
of mind that focuses on the profits of the exchange—the money or alternative good that 

10 However, an EE exists if the value of the financial instruments or bargaining chips is uncertain. 
See Samuelson and Zeckhauser 1988, pp. 12–22; van Dijk and van Knippenberg 1996.

11 The authors found that differences between selling and buying prices for tickets to a National 
Hockey League game considerably decreased when a substitute for personal attendance—live 
television and radio broadcasts of the game—existed. The claim that adequate substitutes decrease the 
magnitude of the EE is argued for theoretically in Hanemann 1991.
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can be bought with it—rather than on the good that is given up.12 Liability rule protec-
tion, in contrast, means that an owner can be forced to transfer her entitlement. Even 
if the parties attempt to negotiate a transfer of the entitlement in the shadow of the 
liability rule, the owner is aware that refusal to sell will be of no avail. In any case, the 
entitlement can be taken against her will. The power of coercion might evoke the role 
of an “unwilling seller” and an attitude of resistance. An individual unwilling to sell is 
an individual who prefers to keep the entitlement and who believes that adequate sub-
stitutes for the entitlement do not exist. Consequently, the EE might be stronger when 
entitlements are protected with liability rules (Lewinsohn-Zamir 2001a).

Studies on the connection between possessions and self-identity, self-image, and 
self-development may also be relevant for the property rule–liability rule debate. 
Beggan (1992) found that overvaluation of owned objects occurs particularly when 
owners’ positive self-image is threatened (as a result, e.g., of ego-injuring negative per-
formance feedback). Belk (1988) showed that involuntary loss of possessions causes 
trauma and loss of self, but voluntary disposition does not. If forced transfer of assets 
through liability rules injures owners’ self-image, this might increase their valuation of 
the taken assets and the loss that they would suffer. It is plausible that voluntary trans-
fer through property rule protection would not cause these detrimental effects (at all, 
or to a lesser extent).

Once a transfer is coerced under a liability rule, the owner is entitled to compen-
sation for her losses. Behavioral studies suggest that quantifying the damages award 
is a more complex task than commonly assumed. As explained earlier, there is evi-
dence that people prefer in-kind remedies over monetary remedies, and that this pref-
erence exists even with respect to fungible property, easily replaceable in the market 
(Lewinsohn-Zamir 2013). Accordingly, all assets are to some extent unique, in the sense 
that it is difficult to quantify the loss incurred by receiving a monetary relief rather 
than an in-kind one. Furthermore, it appears that people perceive outcomes broadly, 
and therefore judge events according to several variables beyond their end results. 
For example, a factor that exacerbates an injurious outcome is whether the injury was 
brought about intentionally (though without malice or intent to harm) rather than 
unintentionally. Another factor of relevance is the voluntariness or nonvoluntariness 
of an act. Unwilling transfer of even exchange goods inflicts on the owner a loss that is 
distinct from her subjective valuation of the good (Lewinsohn-Zamir 2012). Since exer-
cise of liability rules entails intentional injury, coerced transfer, and monetary redress, 

12 Novemsky and Kahneman (2005a, p. 140) agree that people’s intentions may moderate loss 
aversion: “when there is an intention to exchange a good, the reference point is not the current 
endowment but rather the expected endowment at the conclusion of the exchange. In this case, giving 
up a good in an exchange would not involve loss aversion, because the good is not part of the reference 
point (i.e., the expected endowment).” See also Liberman et al. (1999), who found that subjects were 
reluctant to exchange an endowed good when they were in a “prevention” frame of mind (caused by 
priming that was unrelated to the subsequent exchange experiment), but not when they were in a 
“promotion” frame of mind.
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there is reason to fear that the prevailing compensation criterion of “fair market value” 
may be inherently undercompensatory, and might lead in the long run to inefficiency 
and demoralization of entitlement owners (Lewinsohn-Zamir 1996, pp. 61–62, 65–66). 
An advantage of property rules in this regard is that they bypass the need for compli-
cated damages calculations.

In sum, further research is needed in order to clarify the behavioral effects of 
employing property rules and liability rules. Until then, one cannot assume—as stan-
dard economic analysis does—that failed negotiations for voluntary transfers under 
property rule protection are a greater risk than undercompensating entitlement own-
ers under liability rule protection.

3.5 Redistribution

Most people agree that promoting equality in society is an important goal of the state. 
Much more controversial, however, is the question which means should be used to 
redistribute welfare. Specifically, an ongoing debate has centered on whether redis-
tribution should be attained solely through taxes and transfer payments (such as pro-
gressive taxation, negative taxes, unemployment compensation, and cash assistance to 
needy families), or also via private law, including substantive rules of property, tort, 
and contract law (hereinafter, legal rules). Law-and-economics scholars have argued 
that legal rules should not be used for redistribution, because they are more costly and 
less effective than the tax-and-transfer alternative (e.g., Cooter and Ulen 2012, pp. 7–8, 
106–8). When legal rules redistribute income in favor of the poor, so the argument goes, 
they distort people’s work incentives just as much as the tax system does. People would 
respond to the redistributive legal rule in the same way they respond to an increase in 
their marginal tax rates, and may consequently choose leisure over labor. Legal rules, 
however, create an additional inefficiency—the distortion in the very behavior that the 
legal rules aimed to regulate. For instance, a 30 percent marginal tax rate together with 
an inefficient tort rule that redistributes 1 percent of wealthy defendants’ income to 
poor plaintiffs would distort work incentives to the same extent as a 31 percent tax rate 
coupled with an efficient tort rule. The former regime, however, entails the additional 
costs involved in defendants taking excessive precautions and refraining from efficient 
activities (Kaplow and Shavell 1994, 2000; Polinsky 2003, pp. 148–49, 153, 155). In addi-
tion, legal rules are less effective than taxes and transfers, that is, they achieve less of the 
desired distributive outcomes. This is because in contractual settings (as opposed to 
circumstances in which bargaining is impractical) the market often responds in a way 
that wholly or partially offsets the redistribution (Kaplow and Shavell 2001, pp. 993, 
1126; Weisbach 2003, pp. 448–49). Take, for example, a mandatory quality standard in 
favor of tenants, requiring landlords to lease residential units that are fit for human 
habitation (on the implied warranty of habitability, see Stoebuck and Whitman (2000), 
sections 6.38–40). Increasing landlords’ costs is liable to increase rents and reduce 
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the supply of low-rent housing, thereby harming the poorest tenants (Posner 2011, 
pp. 645–48).

Behavioral studies, however, strengthen the case for redistributing through legal 
rules as well. Jolls, for example, relied on the robust finding that people are often unre-
alistically optimistic and underestimate the probability of negative events (see Baker 
and Emery 1993; Weinstein [1980, 1987]). Taxation is a certain event, whereas an event 
triggering the application of a redistributive legal rule—such as being involved in a car 
accident—is an uncertain one. If potential defendants underestimate the latter risk, 
they will perceive its costs to be lower than they actually are. Consequently, a redis-
tributive tort rule will distort their work incentives less than a tax yielding the same 
amount of revenue for the government (Jolls 1998, pp. 1658–63).

Importantly for our purposes, behavioral findings question one of the basic premises 
of the economic critique of redistributive legal rules. The economic argument assumes 
that the success of the redistribution should be evaluated according to the bare quan-
tity of resources that people receive, regardless of the way they were obtained. That 
is to say, the method generating the distributive outcome is irrelevant and does not 
affect its goodness. However, numerous experimental studies have shown that the ben-
efit people derive from resources depends on complex factors, including the acts that 
generate the resources and the source from which they are received. Thus, for exam-
ple, an object attained “as of right,” through effort or as a result of success, is valued 
much more highly than a similar object obtained through no entitlement, chance, or 
due to failure (Loewenstein and Issacharoff 1994; Hoffman et al. 1994). Likewise, the 
identity of the person who gave an asset affects its valuation and subsequent use by the 
recipient (McGraw, Tetlock, and Kristel 2003). These phenomena apply even to money 
(Zelizer 1997, pp. 3, 5, 200, 209, 211; Thaler 2000, p. 259). In legal contexts, it was found 
that factors such as how an outcome was brought about (with goodwill and coopera-
tion or not), the identity of the parties involved (strangers or friends), the voluntari-
ness or nonvoluntariness of their behavior, and the intentionality or nonintentionality 
of their acts, significantly affect its valuation by both laypersons and businesspeople 
(Lewinsohn-Zamir 2012). In a similar vein, studies of procedural justice have demon-
strated that people care not only about substantive outcomes, but also about the process 
leading up to them. The perceived fairness or unfairness of the process may affect how 
the outcome is accepted and how legitimate it is regarded to be (Thibaut and Walker 
1975, pp. 72–77, 89–94, 118–22; Tyler 1989).

This body of research indicates that some methods of redistribution are likely 
to be perceived as humiliating, whereas others would plausibly be regarded as more 
respectful and empowering. Taxes and transfers are often viewed as “charity giving” 
(e.g., Kluegel and Smith 1986, pp. 152–57, 163–65, 175, 293), whereas redistributive legal 
rules set the baseline for interactions between individuals and typically convey a mes-
sage of entitlement (see also Singer 2000, p. 177). Consequently, a smaller quantity of 
goods obtained through legal rules may advance the recipients’ welfare to a greater 
extent than the same or even larger amount received through taxes and transfer pay-
ments (Lewinsohn-Zamir 2006). The implied warranty of habitability in landlord and 
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tenant law, for instance, carries with it a message that the object of a lease can only be 
a house fit for human habitation. This rule applies to all tenants, not only to poor ones. 
Accordingly, tenants have a right to habitable housing, and a landlord complying with 
this requirement is simply fulfilling her obligation, not granting any favors (for further 
treatment of these ideas see Lewinsohn-Zamir 2006).13

The argument that the method of redistribution is important can be further demon-
strated with the choice of a marital property system. The joint property regime holds 
that property earned by either spouse during the marriage is owned jointly and equally 
by both spouses, notwithstanding formal title. Each spouse has similar, vested prop-
erty rights in the marital assets, which can be exercised at any point during the course 
of the relationship. The separate property regime, in contrast, maintains that each 
spouse separately retains the property that he or she earned. A more equitable division 
of assets is attained upon divorce, according to factors like need, contribution in the 
home, health, and occupation. In addition, the poorer spouse may be awarded alimony 
or maintenance payments (Singer 2005, pp. 397, 402–11).

The behavioral findings lend support for the superiority of the joint property regime 
as a redistributive device. Alimony and maintenance payments (like taxes and trans-
fer payments) resemble charity giving. They imply that the spouse has no right to the 
property accumulated throughout the marriage, but rather only to receiving some of 
the other spouse’s money, in order to make ends meet. This type of redistribution may 
be associated with failure, thus diminishing the value of the thing received. Although 
in-kind transfer of assets upon divorce is superior to cash payments, it too might con-
vey a message of “no entitlement,” because it is likely to be perceived as a transfer of 
another person’s property. The fact that the extent of the transfer is determined by 
factors like needs, rehabilitation, health, and skills may also solidify the association 
of the redistribution with handouts to the needy. In contrast, joint ownership grants 
both spouses equal standing and rights in the marital assets throughout their relation-
ship, and therefore may foster notions of entitlement, responsibility and sharing. In 
addition, having assets “as of right” and due to effort is more strongly associated with 
success (Lewinsohn-Zamir 2006, pp. 385–89). Once again, it would be helpful if future 
behavioral research would directly test these hypotheses. Nevertheless, the existing 
data cast serious doubt on the standard economic assumption that redistribution is 
simply a quantitative matter.

13 Even if the implied warranty of habitability fails to redistribute income—because the market 
responds by raising the rents or altering other terms in the lease, it may still succeed in redistributing 
the objective good of minimal quality housing (see Lewinsohn-Zamir 2006, pp. 340–51). Furthermore, 
some writers argue that in certain circumstances, the implied warranty of habitability would 
successfully transfer wealth to tenants. See Ackerman 1971, pp. 1097–98, 1102–19, 1186–88; Kennedy 
1987, pp. 497–506.
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4 Concluding Remarks

This chapter has critically surveyed the behavioral literature on property, and in doing 
so discussed several psychological findings that are relevant for property law. A ques-
tion that commonly arises with respect to such findings is whether the law should 
attempt to “debias” people and steer them in a more rational direction (for general 
discussions of debiasing through law, see Blumenthal 2007; Jolls and Sunstein 2006; 
 chapter 6 by Pi, Parisi, and Luppi in this volume and  chapter 28 by Sunstein in this 
volume). The answer to this question is necessarily context dependent. Sometimes, 
there is actually no justification for legal intervention. For instance, if people largely 
prefer in-kind remedies over monetary ones, there is no compelling reason to try 
to change these preferences, since there is nothing objectionable or irrational about 
them. In other cases, an attempt to debias may be futile, as in the case of people’s ten-
dency to regard events with similar end results as generating different outcomes 
(Lewinsohn-Zamir 2012). It is probable that people cannot be taught to equate out-
comes with end results, due to the relative rareness of factors that adversely affect their 
valuation of events. Take, for example, ownership of land. Most parcels are voluntarily 
sold in the market and the great majority of landowners never have their land con-
demned. Consequently, it is not surprising if extraordinary features of an event, like 
the coerciveness of a transfer, affect the valuation of the outcome and increase the land-
owner’s losses. Since expropriations are relatively uncommon, it is unlikely that the law 
can educate people that nonvoluntary purchases are not substantively different from 
voluntary ones, and that they should not expect any extra recompense for being forced 
to part with their land.

A different obstacle in the way of debiasing is that the same bias may be negative 
in certain circumstances, but positive in others. Overoptimism, for example, is injuri-
ous if it makes borrowers underestimate the likelihood of sharp fluctuations in income 
that would cause them to go bankrupt and lose most of their property (Block-Lieb 
and Janger 2006, pp. 1540–43). Contrarily, in intellectual property contexts, overop-
timism is regarded as beneficial, since it leads authors and inventors to assume risks 
and invest time, money and effort in creative activities (Tur-Sinai 2011, pp. 154–56). 
It may not be possible to debias the “bad” overoptimism while retaining the “good.” 
Consequently, case-specific mandatory regulation may be necessary, such as bank-
ruptcy rules that exempt some of the debtor’s property from the reach of her creditors 
(Lewinsohn-Zamir 2003, pp. 1722–30).

In closing, a comment on the future of the behavioral approach to property law is in 
order.

Undoubtedly, the existing body of research has contributed significantly to diverse 
issues and debates in the field. At the same time, there are ways in which the behavioral 
approach can be improved so as to increase its relevance and fruitfulness for property 
law. Two main avenues for improvement come to mind.
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First, scholars should aim to broaden the scope of behavioral studies. It would be 
worthwhile to cover additional property topics, rather than continue concentrating on 
land, and specifically on residences. Further research should focus on movables and 
intangible property, as well as on property used for commercial purposes. In a simi-
lar vein, current behavioral studies mainly test the efficiency and personhood theories 
of property, while largely ignoring others, such as the labor and libertarian theories. 
Furthermore, from the numerous behavioral phenomena established in psychological 
studies, jurists have mostly employed the endowment effect. While this makes sense 
when discussing property law, future research should make more use of additional 
behavioral insights and biases. For instance, the literature on cognitive dissonance (see 
Festinger 1957; Cooper 2007) and on intrinsic and extrinsic motivation (see Aronson 
2008; Kelman 1961) may have fruitful implications for people’s compliance with rules 
of property law (see also Lewinsohn-Zamir 2014).

Second, there is room for enhancing the “fit” between behavioral studies and the 
legal issues they address. Legal scholars should design experiments that are more care-
fully tailored to property topics. For example, distinctions between ownership and 
possession, between lawful and unlawful possession, and between prospective and 
actual possession, may be of little importance to psychologists but are highly relevant 
for legal policymaking.
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CHAPTER 16

BEH AV IOR A L ECONOM IC S A N D 
TORT L AW

yOED HALBERSBERG AND EHUD GUTTEL

1 Introduction

Tort law is the set of legal rules that assigns liability for invasions of legally protected 
interests, predominantly in cases of accidents, usually with no prior familiarity 
between the parties. In this chapter we discuss the contributions of cognitive psy-
chology and behavioral studies to the research of tort law. These contributions, we 
show, relate to a wide range of issues in torts: from the basic decision to impose tort 
liability, through the choice between liability regimes, to specific tort doctrines and 
remedies. We also offer some avenues of further research that, in our opinion, need to 
be explored.
Behavioral studies are of particular significance for the analysis of the tort system. In 
retrospect, law and economics largely originated from tort law, with two seminal tort-
related papers published in the early 1960s (Coase 1960, Calabresi 1961). Since the 1980s, 
law and economics and its rational-choice assumption have dominated tort scholar-
ship. This makes torts especially interesting for behavioral analysis and allows for a 
wide range of applications of insights from the behavioral sciences. Although behav-
ioral analysis of the tort system is only in its nascent stage, it has already influenced 
both courts and commentators (see, e.g., Restatement (Third) of Torts [American Law 
Institute 2010, §3 cmt. g]).

The variety and robustness of biases that affect people’s assessments of probabili-
ties is another reason for the importance of behavioral economics to tort law. The 
reason is that probabilities, and the assessments thereof, are key to four facets of tort 
law. First, accidents are probabilistic in nature, which means both that the parties 
need to engage in probability assessments before making their preferred choice(s) 
of action, and that social planners—legislators and courts—need to take the parties’ 
(at times biased) assessments into account when designing and implementing tort 
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liability.1 Accordingly, the stochastic nature of accidents has had a direct bearing on 
the core of the tort doctrine: To determine liability in negligence cases, for example, 
courts use, either implicitly or explicitly, the Learned Hand formula2 that requires 
them to make probability estimates—in a way unparalleled by other areas of the law; 
in addition, determining liability for design defects in product liability cases requires 
the court’s engaging in estimating risks and benefits that are probabilistic in nature. 
Consequently, deciding even the simplest tort case exposes the courts—and not just 
the parties—to a rich array of cognitive biases and heuristics.

Second, tort remedies—especially remedies for bodily injuries—are particularly 
complex. Punitive damages, damages for pain and suffering, and damages for future 
harm—all involving the court’s having to make rough estimations, probability eval-
uations of uncertain future events, as well as moral judgments—are prone to biases. 
Furthermore, awarding damages for pain and suffering requires the court to delve into 
evaluations of the victims’ psyche. Accordingly, the determination of damages in torts 
may be more susceptible to heuristics and biases than, for example, the determination 
of punishments in criminal law (for which there usually exist at least upper bounds) or 
the award of damages in contract law (where the amount of harm is usually less uncer-
tain than in torts).

Third, the parties in tort claims are both more heterogeneous than, for example, par-
ties to corporate litigation, and more unknown ex ante than, for example, parties to 
contract cases. This means that, in torts, parties need to engage in ex ante predictions 
as to the identity of the other side—these predictions being particularly exposed to 
heuristics and biases; moreover, when the number of victims or injurers is larger than 
one, their heterogeneity might impinge on the efficiency of assigning tort liability. As a 
result, biases that affect the perception of group variability may have dire consequences 
for the efficiency of the assignment of tort liability.

Fourth, attorney fees in tort cases are predominantly based on contingent fees, 
whereas in other branches of the law fixed fees or hourly fees are more common (Note 
1993, p. 450; Zamir and Ritov 2011). This contingent mode of payment makes lawyers’ 
decisions surrounding the litigation and settlement of tort cases, and not just plain-
tiffs’, vulnerable to heuristics and biases in torts, more so than in other areas of the law 
(because issues of litigation and settlement are analyzed in  chapter 24 by Robbennolt in 
this volume, we will not address them here).

1 Although probabilities do play an important role in many areas of law (for example, the 
probability of enforcement in criminal law), in torts they are embedded in the event itself. In torts, 
probabilities are important even if the enforcement level is at 100%.

2 The Learned Hand formula for negligence, articulated in United States v. Carroll Towing Co., 
159 F.2d 169 (2d Cir. 1947), determines that “failure to take a precaution is negligent. . . if the cost of 
the precaution. . . is less than the probability of the accident that the precaution would have prevented 
multiplied by the loss that the accident if it occurred would cause.” (Mesman v. Crane Pro Servs., 512 
F.3d 352, 354 (7th Cir. 2008)).
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This chapter is organized as follows. Section 2 provides a review of the major contri-
butions of behavioral economics to the research of tort law. It starts with a very brief 
elaboration of the standard law and economics model of tort law, and then examines 
the literature’s contributions to three key elements: the choice between liability regimes 
(negligence, strict liability, comparative and contributory negligence); the choice 
between tort liability and regulation (including the choice between harm- and risk-
based liability); and damages (in particular, punitive damages and damages for pain 
and suffering). In selecting the literature to be included in the review, we have focused 
on experimental, rather than empirical, research. We do, however, make several refer-
ences to studies that, although they do not include experimental work, nevertheless 
relaxed the rationality assumption of the standard economic model and analyzed it 
under the assumptions of prospect theory and the findings of the behavioral sciences.

Section 3 explores underresearched areas of tort law to which, we think, behavioral 
economics can make significant contributions. We shall offer two new avenues for 
future research: vicarious liability, and people’s perceptions of the variability among 
large groups of victims.

2 Literature Review: The Application 
of Behavioral Economics to Tort Law

2.1 A Bird’s-Eye View of the Standard Economic Model

To fully appreciate how behavioral economics adds to the understanding of the tort 
system, it might be helpful first to portray, in rough brushstrokes, the basic neoclassical 
economic model for accidents.

The cornerstone for the basic model was laid first by Calabresi (1961, 1970), and later 
developed by the seminal works of Brown (1973), Posner (1972a, 1972b), and Shavell 
(1980). Calabresi clarified that, from an economic perspective, tort law should aspire to 
minimize three different types of costs: primary costs that are the sum of the expected 
harm from the accident and the costs of precautions taken by the parties prior to the 
accident; secondary costs that are incurred in the process of spreading the risk; and ter-
tiary costs of administrating the tort system. The primary economic goal of tort liability 
is not to compensate victims per se—a function best served by first-party insurance; 
rather, it is to provide the parties with incentives to act in a manner that is aligned 
with aggregate social welfare, namely, to minimize the social costs of accidents (Posner 
1972a, p. 33; Shavell 1980, p. 1). The standard model assumes two agents: an injurer whose 
activity is risky, and a victim who suffers harm if the risk from the injurer’s activity 
is materialized. The risk to which the victim is subject decreases with the investment 
in precautions but at a diminishing rate; accordingly, there exists an efficient level of 
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precautions that minimizes the overall social costs of the accident, such that taking 
either more or less care is socially undesirable.

In analyzing tort liability, it is customary to distinguish between three different cat-
egories of accidents according to the precaution-technology available to the parties: 
unilateral-care situations, where only the injurer can effectively take precautions that 
lower the expected harm; alternative-care situations, where the precautions that are 
available to the victim are substitutes to those of the injurer; and bilateral-care situa-
tions, in which the victim’s precautions are supplementary to the injurer’s, so that both 
are needed to efficiently reduce the expected harm. From an economic perspective, in 
unilateral-care cases, tort liability should aspire to make the injurer internalize the 
harm, thereby driving her to minimize the sum of the expected harm and the costs of 
precautions. In alternative-care cases, tort law should be construed to induce only the 
accident’s least-cost avoider to invest in precautions (Shavell 1987, p. 18; Posner 2007, p. 
40). In the bilateral-care case, the least-cost avoiders are either both parties together or 
none of them.

It is also customary to distinguish between levels of care taken by the parties, that is, 
the amount (or cost) of precautions in which the parties invested, and levels of activity 
that, traditionally, mean either the number of times that parties engage in the risky 
activity, or investment in precautions that are invisible to the court (Shavell 1980; 
Posner 2007, p. 178). Thus, in driving a car, the quality of the brakes and the driving 
speed, for example, belong to the level-of-care category, whereas the number of miles 
driven is part of the level of activity. Similarly, in industrial manufacturing, the amount 
and the quality of a factory’s chimney filters is part of the factory’s level of care, while 
the number of hours the factory operates is its level of activity.

The standard model is based on a series of assumptions, some of which were later 
relaxed in economic (rational-choice) models, and others by behavioral research. The 
basic assumptions are that the agents are rational and risk-neutral, that they (and the 
courts) have perfect information, that transaction costs are prohibitively high so that 
parties cannot negotiate prior to the tortious activity; that courts do not make system-
atic errors; and that the damage awards exactly equal the amount of harm. It is also 
generally assumed that, when determining negligence, courts see the case through the 
lens of aggregate social welfare; hence, they set the standard of care at the socially effi-
cient level.

2.2 Tort Liability Regimes

2.2.1 The Basic Insights of the Standard Economic Model

The standard model’s starting point is the absence of tort liability. Under such a no-
liability regime—if transaction costs are prohibitively high (Coase 1960)—the injurer 
will take no precautions, and engage in too high a level of activity. The reason for 
this is that the injurer suffers no harm as a result of her own activity and precautions  
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are costly; accordingly, the injurer’s goal of minimizing her private costs is achieved 
by minimizing her costs of care, that is, by taking no precautions. On the other hand, 
in a no-liability world, given that the injurer does not take precautions, the victim will 
take her socially efficient level of care—since the victim suffers all the harm without 
compensation, and thus bears the social costs of the accident in their entirety: both 
the cost of precautions and the expected harm. In alternative-care situations where the 
victim is the accident’s least-cost avoider, this induces the first-best outcome, but in 
bilateral-care cases, unilateral-care cases, or when the injurer, rather than the victim, is 
the least-cost-avoider—this results only in a second-best outcome.

The opposite regime to that of no liability is the rule of strict liability. Under this 
rule, the injurer compensates the victim whenever the risk materializes and harm is 
inflicted upon the victim—with no regard to fault. Under strict liability, in a unilateral-
care setting, the injurer takes efficient precautions and engages in the efficient level of 
activity; the reason is that, after compensating the victim, the injurer bears all social 
costs. In bilateral- or alternative-care settings, however, the victim does not take any 
precautions and may engage in too much activity. This is due to the victim’s bearing 
only the cost of her precautions, which may not affect the injurer’s liability toward her. 
In sum, the rules of no liability and strict liability are similar in that they can efficiently 
incentivize only one party: either the victim or the injurer, but not both. Consequently, 
in unilateral- and alternative-care situations these regimes might fail to achieve opti-
mal deterrence—depending on whether the injurer or the victim is the accident’s effi-
cient harm-avoider—whereas in a bilateral-care setting they necessarily fail (Shavell 
2004, Schäfer and Schönenberger 2000).

In modern tort systems, however, examples of a no-liability regime and of pure strict 
liability (with no defenses) are rare. Most tort-related activities are subject to some 
form of a negligence-based rule, be it pure negligence, comparative negligence, strict 
liability with the defense of contributory negligence, or negligence with the defense 
of contributory negligence. The core of these negligence-based rules is a risk-benefit 
test, namely, the Learned Hand formula that weighs the ex ante marginal expected 
harm against the marginal cost of precautions. Of relevance to our discussion is that 
the “expected harm” component of the Hand formula embeds probability assessments. 
A crucial assumption in the standard model is that the fact-finder makes accurate 
probability assessments and accurate harm assessments, so that the court determines 
the standard of care correctly. Anchored in this assumption is the standard model’s 
result that all negligence-based regimes drive both the injurer and the victim to take 
the socially efficient level of care in unilateral-care, alternative-care, and bilateral-care 
cases alike. The reason for this is that when a party takes the socially optimal level of 
care, it is deemed nonnegligent; thus, it is in the interest of the other party, too, to take 
the efficient level of care. On the other hand, with regard to the parties’ levels of activ-
ity, the negligence-based rules yield nonidentical results: Only the party that bears the 
residual harm (i.e., the victim under negligence and the injurer under strict liability) can 
be driven to engage in the efficient level of activity (Shavell 1987, pp. 41–46). The reason is 
that the parties take their efficient level of care, and therefore are not held negligent or  
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contributorily negligent. Accordingly, under a negligence regime the risk created by 
the injurer’s excessive activity is fully externalized to the victim, and vice versa under 
strict liability.3

Some assumptions of the basic model were relaxed in later economic models. For 
a review of such relaxations see, for example, Cooter and Ulen (2012, ch. 7) who dis-
cuss the implications of insurance, injurer’s solvency, litigation costs, courts’ random 
errors, and evidentiary uncertainty. They also succinctly discuss relaxing the ratio-
nality assumption, noting that injurers or victims may be biased in their probability 
assessments of the risk, thereby making the tort system incapable of inducing efficient 
behavior. For a further review see Schaefer and Mueller-Langer (2008).

2.2.2 Merging the Insights of Behavioral Economics into the Standard 
Model
The first to recognize that the choice between the different liability rules is affected, 
inter alia, by human psychology were Calabresi and Hirschoff (1972, p. 59) who noted 
that the relative effectiveness of liability regimes depends on the parties’ de facto ability 
to process information and to minimize accidents’ costs; this, in turn, depends (among 
other factors) on “the absence of psychological or other impediments to acting on the 
basis of available information.” Other law and economics scholars, too, have empha-
sized that the standard economic model assumes rationality and, therefore, if parties 
are not rational the conclusions from the standard model might change (Shavell 1987, 
pp. 74–82; Cooter and Ulen 2012, ch. 7; See also Faure 2010, pp. 20–21 for review).

In addition to the parties’ psychology, the choice between the different liability rules 
should depend on the courts’ own cognitive biases. Determining negligence, or contrib-
utory negligence, requires the court to decide on whether the costs of taking precau-
tions were lower than the risk that those precautions could have averted. Assessment 
of risk, however, entails probability evaluations that are prone to biases. Strict liability, 
on the other hand, does not necessitate probability evaluations; hence, the hazard of 
cognitive biases leading to judicial errors is greater under negligence than under strict 
liability (Korobkin and Ulen 2000), and, similarly, greater under negligence with the 
defense of contributory negligence than under strict liability with the same defense.

Two related biases in the estimation of probabilities and assignment of fault, which 
may affect the choice between liability rules, are the hindsight bias and the outcome 
bias. The hindsight bias, discovered by Fischhoff (1975), distorts people’s ex post assess-
ments of the ex ante probability and predictability of an event, given that this event 
has already happened ( chapter 14 by Teichman in this volume). The outcome bias is 
the tendency to perceive conduct that resulted in a bad outcome as more careless than 
the same conduct in cases where the bad outcome did not occur. Despite their similar-
ity in distorting ex post evaluations of behavior, the hindsight and outcome biases are 

3 Gilo and Guttel (2009) show, however, that increased risk may also stem from insufficient, rather 
than excessive, activity.
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distinct in that the outcome bias does not relate to probabilities as such, but rather to 
the evaluation of the quality and reasonableness of decisions; it may therefore appear 
even with certain knowledge of the ex ante probabilities (Peters 1999, p. 36). The hind-
sight bias’s ramifications for the law of torts were explored and explained in Kamin 
and Rachlinski (1995) and Rachlinski (1998). Kamin and Rachlinski (1995) presented 
undergraduate students with a case similar to the facts of Petition of Kinsman Transit 
Co., (338 F.2d 708, 2d Cir. 1964). The case surrounded a drawbridge and a city’s deter-
mination of whether the risk of flood called for a bridge operator to be hired in winter 
when the bridge was not in use. Participants in the experiment were divided into three 
groups: a hindsight group who were told that a flood had indeed occurred and that 
maintaining a bridge operator would have prevented harm to a nearby bakery; a con-
trol group who were asked to decide in foresight whether to maintain a bridge operator; 
and a debiasing group who were also given instructions to disregard the fact that the 
flood had happened. While only 24% of the foresight group chose to hire an operator, 
56% of the hindsight group and 57% of the debiasing group decided that an operator 
should have been hired. These results demonstrate both that the hindsight bias is pres-
ent in the evaluations of tort cases and that simple mechanisms such as jury instruc-
tions are insufficient as debiasing tools.

The tort-related outcome bias was demonstrated in Baron and Hershey (1988). The 
authors told participants that a heart bypass operation entails a risk of 8% of dying, and 
asked them to determine whether a decision to operate was reasonable. Participants 
who had been exposed to data about the operation failing viewed the surgeon’s decision 
to operate as much less reasonable than participants who were told that the operation 
was successful.

The above experiments explored either hindsight bias or outcome bias. The impacts 
of both these biases on tort-related cases were demonstrated in Labine and Labine 
(1996). The authors sent questionnaires to registered voters (eligible to serve as juries), 
asking them to examine the ex ante foreseeability of a mental health patient turning 
violent, and to determine whether the mental health professionals who treated that 
patient acted unreasonably (and, therefore, would be held negligent if the case were 
tried as a negligence case). Among the 297 respondents, those who were told that the 
patient had indeed become violent perceived the violence as more foreseeable, and the 
professionals more negligent, than respondents who were told either that the patient 
had not become violent or were not told of the patient’s behavior.

The outcome and hindsight biases have a direct bearing on the choice between liabil-
ity rules. The negligence doctrine, and in particular the Hand formula for negligence, 
require the judicial fact-finder to do exactly what the hindsight bias affects: to make ex 
post assessments of the ex ante probability of the accident occurring. Naturally, then, 
even doctrinal legal scholarship sometimes referred to the behavioral scholarship on 
the hindsight bias (American Law Institute 2010, §3 cmt. g). Furthermore, the courts  
determine injurers’ liability for an accident only after it has occurred, leaving large room 
for the outcome bias to take effect. In contrast, strict liability does not necessitate esti-
mations of probability and of foreseeability of events, nor does it require the court to 
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evaluate the carelessness of an actor whose conduct resulted in harm; hence, strict 
liability may lead to less biased results. Consequently, when weighing strict liability 
against negligence, the hindsight bias may tilt the balance in favor of strict liability 
(Korobkin and Ulen 2000).

It should be emphasized, however, that tort cases under strict liability are not 
entirely immune to the impact of the hindsight bias and the outcome bias, the reason 
being that an accident’s foreseeability and, accordingly, the injurer’s carelessness are 
factors that juries weigh when determining punitive damages. This effect was dem-
onstrated in Hastie, Schkade, and Payne (1999b). The authors conducted two exper-
iments in which subjects were presented with the facts of a tort case involving an 
environmental accident of a train derailing and dumping toxic herbicide into a river. 
Some subjects were told that the accident occurred and some were asked to foresee 
the chances of the accident happening; also, some subjects were assigned juror roles. 
The results showed that the accident was perceived as more foreseeable when the sub-
jects were told that an accident had indeed occurred, and, accordingly, the railroad 
was judged more severely and was liable for more punitive damages under this treat-
ment.4 Since strict liability is more sensitive than negligence to errors in overesti-
mating damages (Posner 2007, p. 181), and since the hindsight and outcome biases 
affect the award of punitive damages, there is also a case to be argued that the overall 
impact of the two biases in favoring strict liability over negligence is unclear, and 
more research on this point is still needed.

Building on the above experimental results, a burgeoning theoretical literature has 
examined the implications of the hindsight bias on the information jurors should be 
provided in tort-related cases. Most notably is Jolls, Sunstein, and Thaler (1998) who 
propose—in order to prevent the overestimation of the accident’s probability caused by 
the hindsight bias—to withhold information from juries as to what actually happened 
and to raise the burden of proof for ascertaining negligence. In contrast, Rachlinski 
(1998) and Peters (1999) emphasized that the implications for tort law of the hindsight 
bias are more limited than one can expect, since current law already provides debiasing 
mechanisms, such as the Subsequent Remedial Measures Rule5 that excludes evidence 
of subsequent remedial measures to prove the defendant’s negligence, arguments by 
the defendant’s counsel, and prodefendant biases (such as jurors’ distrust of personal 
injury plaintiffs and obstacles that prevent victims of negligence from filing successful 
claims).

Theoretical scholars embedded other biases, too, into the standard economic model, 
and, using these enhanced models, came to different conclusions. Posner (2004) 

4 The participants did, however, demonstrate smaller hindsight effects as jurors than as simple 
citizens. This corresponds both with Viscusi (1999), who demonstrated, using written questionnaires, 
that judges exhibited smaller hindsight effects than the general public, and with Hastie and Viscusi 
(1998), who also showed that in tort cases judges may be less prone to the hindsight bias than jurors. 
The research in Hastie and Viscusi (1998) gave rise to a methodological debate: Lempert (1999) 
criticized their methods, and the authors replied in Hastie and Viscusi (2002).

5 Fed. R. Evid. 407.
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incorporates both the overoptimism bias and probability insensitivity (i.e., the insen-
sitivity to small differences in probabilities) into the standard unilateral-care model, 
and reaches some unintuitive conclusions. His study shows, first, that these probability 
errors have similar ramifications for the two main liability regimes (negligence and 
strict liability with the defense of contributory negligence). Next, Posner divides over-
optimism into three categories: high levels of optimism, low levels of optimism, and 
moderate levels of optimism. He shows that low levels of optimism do not alter the 
results of the standard model that is based on the assumption of rationality, in that 
the two regimes induce efficient care by the parties. Under high levels of optimism, 
however, the injurer may take less than optimal care, and engage in too much activ-
ity. Surprisingly, in moderate levels of optimism the injurer may take too much, rather 
than too little, care. The reason is that an optimistic injurer may overestimate the effi-
cacy of precautions, and thus may think that taking little extra care will have dramatic 
effects on her expected liability. Consequently, she may be driven to take extra care 
that a rational injurer would not perceive as beneficial. As for bilateral care situations, 
Posner concludes that with optimism, both injurers and victims will take too little 
care, but also that the difference between the two liability rules with regard to levels of 
activity—which is one of the main results of the standard economic model—vanishes 
with optimism: the two liability rules drive both the injurer and the victim to engage in 
too much activity.

Theoretical scholars have also explored liability rules within the framework of pros-
pect theory. Specifically, Bigus (2006) applies prospect theory’s probability-weighting 
function to the standard model of unilateral-care situations, assuming that the injurer 
overestimates very low probabilities and underestimates very high ones (Kahneman 
and Tversky 1979). The result of the weighting function is that the injurer’s marginal 
utility from taking care decreases, which leads to underinvestment in precautions. This 
underdeterrence effect occurs under strict liability, whereas under negligence its exis-
tence depends on the slope of the probability-weighting function. Bigus also finds that 
when the standard of due care under negligence is vague, probability weighting drives 
the injurer to take more care, thereby alleviating the underdeterrence effect of ambigu-
ity and even inducing too much care.

Teitelbaum (2007) adds to these models by distinguishing between cases of fixed 
accident losses (where precautions affect only the probability of harm) and variable 
accident losses (where precautions also affect the magnitude of the harm). Using the 
Choquet Expected Utility Theory (see Sugden 2002, p. 734, for review) to model risk 
ambiguity, Teitelbaum finds that neither strict liability nor negligence is generally 
efficient, but negligence is more ambiguity-proof. In the fixed-losses scenario, injurers 
may take too little care under negligence, while under strict liability injurers always 
take too little care. In the variable-losses scenario, negligence may drive the injurer 
to take too little care, while under strict liability she may take either too much or too 
little care. Teitelbaum also shows that the injurer’s level of care generally decreases  
with optimism and increases with pessimism, while the effects of ambiguity itself on 
the injurer’s level of care depend on whether the injurer is optimistic or pessimistic. 
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Bhole and Wagner (2010) add to Posner’s (2004) and Teitelbaum’s (2007) models by 
showing that punitive damages may be a means for achieving optimal deterrence 
when agents are optimistic or when the standard of due care used by the courts is 
ambiguous.

While the hindsight and outcome biases may tilt the scales in favor of strict liability, 
these theoretical models seem to favor the negligence rule over strict liability. The theo-
retical models, however, should be considered with caution. The difficulty is that they 
naturally focus on one or two aspects of one or two cognitive biases, whereas the rich-
ness of behavioral phenomena may substantially limit the models’ external validity, 
similarly to experiments that isolate only one bias. For example, Posner’s model (2004), 
although insightful, deliberately focuses on a special form of overoptimism: overopti-
mism with regard to the effectiveness of precautions taken by the injurer. The conclu-
sion that moderate levels of optimism can induce more, rather than less, care, should 
therefore be taken in context. In real life, the optimism with regard to precautions’ 
effectiveness may interact in the injurer’s mind with the “it will never happen to me” 
kind of overoptimism, and the cumulative effect of these two facets of overoptimism 
may be less obvious. Indeed, Posner concludes that when exploring overoptimism, a 
specific elaboration on what this overoptimism relates to (the probability of an acci-
dent, efficacy of precautions, and so forth) is required. This, of course, takes only over-
optimism into account and disregards other behavioral phenomena. The availability 
heuristic, for example, might increase awareness about certain categories of accidents 
but not others—which may affect the efficiency of precautions that lower the risk of one 
type of accident but increase the risk of other, less cognitively available, events.

It is, therefore, especially interesting to review the results of experiments that can 
capture the cumulative effects of a whole range of behavioral biases and heuristics on 
the participants’ minds under different liability rules settings—similarly to real-life 
agents. In two studies conducted in the early 1990s, Kornhauser and Schotter (1990; 
1991) performed laboratory experiments that explored how different liability rules 
affect participants’ decision-making. In the earlier paper, their multiround laboratory 
experiment explored the incentives that negligence and strict liability provide to injur-
ers in a unilateral-care setting. Surprisingly, the authors found no support for the pre-
dictions of the standard model as to the equivalence between the two rules. Rather, they 
found that in the earlier rounds participants took more care under strict liability than 
under negligence, while in later rounds the subjects took less care under strict liability 
than under negligence. Furthermore, Kornhauser and Schotter found that, contrary 
to what the standard model predicts, participants did not choose a significantly higher 
level of activity under negligence than under strict liability. The comparison between 
the two rules indicated that negligence consistently outperformed strict liability, and 
was more efficient both when the standard of due care was set at the efficient level and 
when it was set at too high a level. The authors hypothesize that under strict liability 
participants found it hard to compute the efficient level of care, while under negligence 
the standard of care helped participants find the efficient level.
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In the 1991 paper, Kornhauser and Schotter explored the bilateral-care setting, com-
paring pure negligence on the one hand and negligence with the defense of contribu-
tory negligence on the other. The authors found that when the standard of due care is set 
optimally, the two liability rules perform more or less equally well, and that under pure 
negligence participants who bear liability in equilibrium6 tend to take excessive care at 
the early rounds and less-than-optimal care at later rounds. In this respect, negligence 
with the defense of contributory negligence seemed preferable to pure negligence. The 
authors did, however, find some support for several theoretical predictions: Although 
both regimes were not effective in inducing the parties to engage in their efficient level 
of activity, parties who could be liable for the harm did engage in less activity than 
when they were not subject to the threat of liability. Moreover, the experiment demon-
strated that under both rules, participants had reacted very sensitively and efficiently 
to changes in the standard of due care. Surprisingly, however, participants’ knowledge 
about the level of care taken by the opposing party did not improve the effectiveness of 
either rule to induce optimal deterrence.

Another study that tested the efficiency of different liability rules is Ghosh and 
Kundu (2010), who compared strict liability to no liability. This study found that under 
strict liability “injurers” took more care than is efficient. The authors also found, sur-
prisingly, that under a no-liability rule the “injurers” did take some care—their lack 
of liability notwithstanding. Before drawing conclusions from their results, however, 
it should be noted that each treatment lasted only two rounds. This may be a source 
of skepticism because, as described earlier, in Kornhauser and Schotter’s studies 
(1990; 1991) the participants changed their behavior over time. Nevertheless, Ghosh 
and Kundu’s surprising result that injurers take precautions even in a no-liability 
world receives some support from both dictator games7 and another study, conducted 
by Angelova, Attanasi, and Hiriart (2012). In the latter experiment, the researchers 
explored the effects of strict liability, negligence, and no liability, in unilateral-care sit-
uations, on firms whose activity poses a risk of catastrophic harm on the environment 
or a large number of victims (who are neither consumers nor employees). The research-
ers were especially interested in the role that insolvency plays in the firm’s decision-
making process. The theoretical, neoclassical prediction is that when an injurer firm is 
subject to risk of insolvency if it is liable to pay damages, the negligence rule performs 
better in inducing it to take efficient care8 (Landes and Posner 1987, pp. 258–72) and 

6 Namely, the injurer when in equilibrium the injurer takes less care than the standard of care, and 
the victim when in equilibrium the injurer takes more care than the standard.

7 A no-liability rule is similar to a dictator game, because the injurer can one-sidedly decide 
whether she wants to benefit the victims by taking precautions. And, just as in dictator games, 
where the behavioral phenomenon is that dictators usually give some of the money to the subject 
( chapter 2 in this volume by Simon Gächter), in a no-liability world it seems that injurers do take some 
precautions.

8 Under negligence, by taking efficient care the injurer avoids liability completely, and thus it may 
avoid bankruptcy by taking efficient care, while under strict liability the injurer might still pay large 
amounts as damages even if it took efficient care.
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the injurer’s level of care is lower than under no risk of insolvency. Surprisingly, how-
ever, the researchers found no support for insolvency playing any significant role in 
the participants’ decision-making processes. Furthermore, they found that although 
investment in precautions under strict liability and negligence was always higher than 
under a no-liability rule, even under a no-liability rule the injurers did tend to take 
some precautions. Moreover, contrary to Kornhauser and Schotter (1990), they found 
that investment in precautions is not significantly different under negligence than 
under strict liability, although under negligence the participants tended to take insig-
nificantly more care. We think that this result might be explained by the fact that in 
Angelova, Attanasi, and Hiriart’s experiment, the participants faced a fairly obvious 
choice: It was quite clear to the participants that taking precautions is efficient and that 
the injurer benefits from taking precautions under the strict liability rule. Nonetheless, 
both Kornhauser and Schotter’s and Angelova, Attanasi, and Hiriart’s experiments 
provide some support for what might be described as the positive effects of a “semian-
choring” effect made by the standard of due care under the negligence rule.

In Angelova, Attanasi, and Hiriart (2012), the pattern of behavior under strict liabil-
ity, over time, repeated Kornhauser and Schotter (1990): Participants started by over-
investing in precautions in the early rounds, but reduced their level of care in later 
rounds. This learning curve and convergence to equilibrium were the focal point of 
Wittman and his coauthors’ study (1997). Here, the authors explored a setting of sym-
metrical harm (namely, when the accident occurs, both parties suffer the same amount 
of harm), and compared the subjects’ chosen levels of care under comparative negli-
gence, negligence with the defense of contributory negligence, and no liability. The 
authors explain that due to the symmetry in damages, the no-liability rule is equivalent 
to strict liability. (We doubt this last assumption, as framing effects and moral intu-
itions may cause agents to perceive no liability and strict liability differently even with 
symmetrical harm. This specific point warrants further research.)

Wittman and his coauthors’ main interest was the question which liability rule 
induces a behavior that converges quicker to equilibrium. This question is of great 
importance, because the shorter the route to an efficient equilibrium, the less overall 
social cost is incurred. The experimental results demonstrated that, as predicted by 
the neoclassical model, the no-liability rule induced the participants’ taking less-than-
optimal care (yet, more than the standard-model prediction of no care whatsoever), 
while comparative negligence and negligence with the defense of contributory negli-
gence induced relatively close-to-optimal behavior. However, contrary to the classi-
cal model, behavior under contributory negligence converged more closely and more 
quickly to equilibrium than under negligence with the defense of contributory negli-
gence. The authors therefore provided a theoretical explanation, supported by experi-
mental evidence, for the prevalent use of comparative negligence rules in modern tort 
systems: Comparative negligence induces efficient behavior faster and more accurately 
than other liability rules.

As with most laboratory experiments that try to mimic real-life situations and draw 
legal conclusions, the above-described experiments are exposed to criticism regarding 
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their external validity. In particular, there are three main points of difference between 
real life and tort-liability laboratory experiments. First, the participants in experiments 
are mainly young students. Second, although there are monetary ramifications for sub-
jects’ decisions, the participants do not have much skin in the game, and, contrary to 
tort situations, participants may not suffer real loss in the experiment, but rather, at the 
most, loss of possible profit. Third, these experiments did not explore the tort system in 
its entirety, with biases that affect the injurers, the victims, and the courts. It is surpris-
ing, that in spite of the extensive attention that the neoclassical literature has devoted 
to the difference between the various liability rules, there has been little experimental 
work that explores how these rules work in reality. Further research is, therefore, still 
needed to enhance our understanding of the differences between the major liability 
rules and to build a comprehensive behavioral theory of liability rules.

2.3 Regulation versus Tort Liability: Standard Economic 
Considerations for Choosing between Regulation and Tort 
Liability

Inducing efficient behavior by injurers, by making them internalize the risks they 
impose on others, can be achieved either by a threat of tort liability or by administra-
tive means, such as direct regulation of activity (followed by criminal or administra-
tive sanctions) or imposition of Pigovian taxes. The choice between regulation-based 
incentives and tort-based incentives has sparked both economic and political debates. 
The economic perspective was laid down mainly by Wittman (1977) and Shavell (1984, 
pp. 358–64), who reviewed the often-conflicting considerations surrounding the choice 
between the two:

 a. Information gaps between the regulator and the parties and courts, as to the 
costs and benefits of the regulated activity: The more the parties know than the 
regulator, the better tort liability is than regulation, and vice versa.

 b. The potential injurers’ solvency capacity, and the existence of insurance: the 
greater the risk of injurers’ insolvency, the more society should prefer regu-
lation to tort liability, the reason being that under a regulatory regime, the 
injurers are subject to ex ante liability, and are required to obey the standard 
or pay a fine (or a tax) before harm materializes. Thus, the size of the fine or tax 
is usually smaller than the harm, as it is discounted by the probability of the 
harm materializing.

 c. The chance of a successful lawsuit in case the harm occurs. The smaller the scale 
of private enforcement the better a regulatory solution is.

 d. The relative costs of administrating the tort system as opposed to the regulatory 
system. When the costs of data collection are not too high, regulation may be rel-
atively cheap, since it will not require long and complex litigations. In contrast, 
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tort liability is only imposed if the risk materializes, and—under negligence—if 
the injurer is at fault. As a result, the costs of enforcement may be higher under a 
regulatory regime, where enforcement occurs in 100% of the cases (Shavell 2013).

2.3.1 Why Behavioral Economics Matters
The findings of behavioral economics have a direct bearing on the choice between the 
alternatives of tort liability and regulations. They affect the decision both by influenc-
ing the above considerations and by introducing other, new, considerations.

Applying the behavioral findings to the first consideration above (the infor-
mational gaps between the regulator and the parties) may suggest that regulation 
is superior to tort liability. This is not because regulators themselves, as people, are 
less vulnerable to biases, but rather because the regulation process is more struc-
tured, and usually made based on technical tests that may be less prone to biases 
than parties’ decisions. Adler and Posner (1999) and Sunstein (2000) assert that 
cost-benefit analyses—which are at the core of the regulation process—can serve as a 
policy-fixing tool and a counterpower that balances erroneous perceptions that stem 
from cognitive biases.

In addition, regulation can induce better deterrence due to its clear standards. As 
explained above, Kornhauser and Schotter’s (1990; 1991) results suggest that negligence 
may be better than strict liability in that its standard of care helps parties explore their 
best strategy of behavior. Similarly, regulation may be superior, in this respect, to neg-
ligence—since the rules that regulation creates may be even less ambiguous than stan-
dards of care.

Furthermore, framing effects may also affect the relative deterrent effects of reg-
ulations and tort liability. As Feldman and Teichman (2008) showed, fines induce 
a perception of the sanction as a price—and this, in turn, may encourage agents to 
indulge in private risk-benefit analyses. If efficiency is our primary role, regula-
tions that impose fines may be better than tort damages in achieving optimal deter-
rence. However, in cases where an activity is altogether undesirable, fines may be less 
effective.

The other considerations—risk of insolvency, rates of insurance, and probability 
of successful lawsuits if harm occurs—seem more ambiguous. First, it is necessary to 
understand that what actually plays a role here is not the real probability of insolvency 
but rather the perception of this risk in the minds of potential parties, both injurers and 
victims. As for victims’ biases, on the one hand, the availability heuristic may make vic-
tims overestimate the risk of injurers’ insolvency, leading to overinvestment in victims’ 
precautions in alternative-care situations when investment in the injurer’s precautions 
is more socially desirable. On the other hand, victims’ overoptimism might push the 
other way. Potential injurers’ perception of the risk of insolvency may also be distorted 
by cognitive biases, but the precise direction is unclear. Overoptimism may cause 
injurers to discount the risk of insolvency (Harris and Albin 2006, regarding private 
injurers; Crane 2011, regarding managers of firms)—which may in itself lead to more 
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deterrence generated by tort liability9—but at the same time may also induce underes-
timation of both the risk of harm and of tort claims filed against them—thereby lead-
ing to less than optimal deterrence. In this respect, it is interesting to refer once more 
to Angelova, Attanasi, and Hiriart (2012), who found no effect for risk of insolvency on 
the “injurer’s” level of care. Furthermore, the impact of the availability heuristic makes 
these considerations even more ambiguous, as managers of firms might overestimate 
the risk of insolvency or of harm based on the occurrence of such events to other firms.

But behavioral findings also add other considerations that may argue in favor of tort 
liability over regulations. These are considerations relating to the political economy 
of regulation. Since regulations are sometimes the result of public demand, the over-
all demand for risk regulations might be decreased by the overoptimism bias. In addi-
tion, the availability heuristic may increase the demand for regulation of specific risks 
that are more robust in the general public’s mind, and decrease demand for regulating 
other risks (Noll and Krier 1990; but see Camerer 1990). Furthermore, consumers of 
dangerous products, for example, may underestimate the benefit from safety regula-
tions (Viscusi 1999). The above may, in turn, distort the political incentives provided to 
regulators and make them suboptimal. Indeed, analysis of empirical data suggests that 
regulations are affected by political variables and risk-perception biases, and this might 
make regulations inefficient (Hamilton and Viscusi 1999). Political-economy consider-
ations may also qualify arguments as to the relevance of the hindsight bias to the ques-
tion in point. Scholars have argued that this bias may tilt the balance toward regulation, 
as regulations are made in foresight—in contrast to tort liability that is imposed ex post 
(Rachlinski 1999; Peters 1999, p. 1292). However, the regulatory process itself may also be 
subject to the hindsight bias: Political forces may push regulators to “do something” to 
prevent bad events from reoccurring, even if, in reality, no regulation is required.

2.3.2 Risk- versus Harm-Based Regimes
One of the main differences between tort liability and regulation is that the former is 
traditionally harm-based, whereas the latter is risk-based. As opposed to regulation, 
only when the risk that is entailed in the tortious behavior is materialized into some 
harm does tort law come into effect.10 However, from a theoretical point of view, one 
can imagine a risk-based tort system, where injurers pay into a general or governmen-
tal fund whenever their tortious behavior entails some risk of harm; whenever harm 
materializes, victims receive compensation directly from that fund (Molot 1997; Porat 
and Stein 2001). Such a risk-based tort system would be less affected by behavioral 
biases. From the optimal deterrence perspective, both harm- and risk-based systems 
are identical insofar as probability assessments are accurate (Issacharoff 2002, p. 1076), 

9 This may be another example of the overoptimism bias as deterrence-enhancing, which may 
correspond with Posner’s (2004) results.

10 However, in some limited-scope issues, modern tort systems have also applied some risk-based 
liability, using doctrines such as loss of chance or increased risk of harm. For a review see Guttel and 
Harel (2005, pp. 1232–33).
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but biases in the perception of probability may make a risk-based system preferable 
to the current harm-based system. The above discussion with regard to the choice 
between regulation and tort liability is generally applicable also to the choice between 
harm- and risk-based liability systems (victims’ decisions, however, are not affected 
by the choice between the two liability systems). In addition, Guttel and Harel (2005) 
have asserted that, since risk-based systems entail payments for risky behavior while 
enforcement under harm-based regimes depends on actual materialization of harm, 
the phenomenon known as probability-matching11 may generate underdeterrence in 
harm-based systems when injurers engage repeatedly in risky activities.

In sum, more experimental research that compares between regulation and tort lia-
bility, and between risk-based and harm-based tort systems is still needed.

2.4 Damages in Torts

2.4.1 Pain and Suffering

Tort damages compensate for several types of losses. Because lost wages and medical 
expenses—two of the central categories of recoverable losses in torts—largely depend 
on objective factors (victims’ salary and the costs of medical treatment, respectively), 
they are generally less vulnerable to psychological biases and judgment-related cog-
nitive errors. In contrast, pain and suffering—the third major type of recoverable 
losses—mostly hinges on jurors’ and judges’ discretion. Two important behavioral 
tendencies have been shown to affect this discretion. First, framing effects influence 
individuals’ assessments regarding the proper amount of compensation for pain and 
suffering. Second, fact-finders’ failure to recognize victims’ “hedonic adaptation” may 
induce excessive compensation to victims at the expense of injurers.

2.4.2 Framing
Pain and suffering damages are intended to compensate victims for the nonpecuniary 
loss they suffer following their injury. Accordingly, it seems that to determine pain and 
suffering it is merely required to instruct jurors to translate victims’ agony to a dollar 
amount. As researchers have shown, however, the legal system may apply two alterna-
tive approaches that differ in the baseline used to assess victims’ harm. Under the first 
approach, jurors are instructed to gauge how much victims would need to receive to 
“be made whole.” Such an approach takes victims’ injury as its reference point and asks 
ex post what amount will compensate them for their anguish. Alternatively, the legal 
system may instruct jurors to gauge how much one would demand to sustain pain and 

11 “Probability matching can be defined as the tendency to adopt a mixed strategy dictated by the 
relative frequency of events, even when the utility-maximizing strategy would be to always behave in a 
way that presupposes that the most probable event would occur” (Guttel and Harel 2005, p. 1201).

 

 

 



THE BEHAVIORAL ECONOMICS OF TORT LAW   421

suffering of the kind experienced by the victims. Under this second approach, the base-
line is set at the preharm stage and requires jurors to apply an ex ante test. While ratio-
nal choice may ascribe little weight to this difference, it has been shown to significantly 
affect jurors’ determination.

In an influential experiment, McCaffery, Kahneman, and Spitzer (1995) requested 
law students and laypersons to determine pain and suffering damages in several hypo-
thetical tort scenarios. Participants were divided into three major groups: no instruc-
tions, instructions applying the ex post approach, and instructions applying the ex ante 
approach. Interestingly, the results showed that the control group (no instructions) 
awarded the lowest compensation, suggesting that any instruction that makes jurors 
put themselves in the victims’ shoes is likely to increase the compensation. In addition, 
the results showed that the ex post group awarded nearly half the amount awarded by 
the ex ante group. These results were found consistently across the various scenarios 
and independent of the identity of the participants (students or laypersons). While 
the experiment results show that the type of instructions matters a great deal, partici-
pants themselves were found to be rather oblivious to this fact. In another part of the 
experiment, participants were presented with the two types of instructions and asked 
which is likely in their opinion to induce greater compensation to victims. A majority 
of participants predicted, in contrast to the experiment actual results, that the ex post 
approach will induce greater compensation.

From a theoretical perspective, these results may be directly connected to prospect 
theory: Considering pain and suffering damages from an ex ante perspective frames 
the question as being about losses, whereas consideration ex post frames the issue as 
being about gains. Since losses loom larger than gains ( chapter 11 by Zamir in this vol-
ume), consideration ex ante results in larger damage awards than consideration ex 
ante.

From a practical perspective, these results suggest that sophisticated plaintiff lawyers 
can influence their clients’ damage awards for pain and suffering by inducing jurors to 
consider the harm from an ex ante rather than ex post approach. As McCaffery and his 
colleagues suggest, the desire to limit this lawyers’ influence may explain the restric-
tions imposed on plaintiffs lawyers in arguing for pain and suffering. Under the so-
called Golden Rule, plaintiffs’ lawyers cannot request jurors to consider how much 
they would demand “to be in the victim’s shoes.” The “Golden Rule” ensures that all 
jurors, irrespective of their lawyers’ cognitive sensitivity, will be subject to the same 
compensation standard.

2.4.3 Hedonic Adaptation
Whereas pain and suffering look to compensate victims for the sensation of discomfort 
that follows a physical injury, and for the various types of emotional upset that results 
from tortious activities, hedonic damages expand victims’ compensation for what is 
often described as “the loss of enjoyment of life” (see, e.g., Knight v. Lord, 648 N.E.2d 
617, 623 (Ill. App. Ct. 1995)). An increasing number of jurisdictions now recognize the 
right of victims, who due to their disability can no longer enjoy “pleasure from normal 
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activities of daily life,” to receive compensations beyond traditional pain and suffering 
damages (Poser, Bornstein, and McGorty 2003).

Compensation for hedonic damages is grounded in the recognition that disability 
deeply affects one’s life. As courts have often emphasized, disability is not limited to its 
plain physical aspect but rather goes to the very root of conducting a meaningful life. 
Under this view, the loss of bodily integrity deprives victims of such things as the abil-
ity to engage in social activities, to take part in important family events, to exploit their 
talents and skills, and perhaps most importantly, to maintain a perception of being 
self-governed individuals. A disabled person thus cannot fully exhaust the opportu-
nities of life and is bound to experience prolonged frustration. Hedonic damages are 
designed to account for this loss.

The notion that disability is a tragedy in the sense just described has been challenged, 
however, by psychologists. A robust body of studies shows that victims who experience 
physical disability tend to adapt to their condition, and as part of their adaptation learn 
to readjust their life to their postinjury abilities (see. e.g., Frederick and Loewenstein 
1999). This adaptation enables victims to minimize the implications of their injury on 
their subjective well-being. Studies show that victims’ adaptation might even start as 
early as several weeks after their injury. For example, although people with spinal cord 
injuries are “very unhappy immediately following their trauma,” most of them report 
that they are happy by the third week after the accident (Diener and Diener 1996). 
A long line of studies show that even for severe injuries, victims’ satisfaction with their 
life rises rapidly and often equals (or nearly equals) that of fully abled individuals (e.g., 
Stensman 1985).

Consistent with this discrepancy between the courts’ (pessimistic) view and the 
actual adaptation of disabled individuals, multiple studies have shown that people are 
poor predictors of how unfamiliar circumstances will affect individuals’ well-being. In 
what has become probably the most well-known work in this area, Brickman, Coates, 
and Janoff-Bulman (1978) interviewed lottery winners, accident victims, and ordinary 
people (a control group) to evaluate the degree to which major positive or negative 
events affect individual’s happiness. When asked to gauge the effect of each of these 
events (a lottery winning or a severe accident), people predicted that it would dra-
matically change their well-being. But Brickman, Coates, and Janoff-Bulman’s study 
showed these predictions are actually wrong. Although winning the lottery was rated 
by its winners as a highly positive event, and accidents were rated by victims as a highly 
negative event, their happiness levels were remarkably close. In particular, lottery win-
ners and the individuals in the control group “were not significantly different,” and 
while victims did report that they were less happy than before, they “did not appear 
nearly as unhappy as might have been expected.”

Against this background, recent legal scholarship has challenged the basis for 
victims’ right to hedonic damages (for an excellent discussion, see Bagenstos and 
Schlanger 2007). If victims adapt to their new physical condition even in the case of 
severe injury, the actual hedonic loss might be rather moderate, and the costs imposed 
on injurers are often excessive. Furthermore, the right itself might undermine victims’ 
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adaptation process because it encourages victims to focus on their physical condition 
and the consequential losses rather than to rebuild their lives and regain their prein-
jury happiness level. Given judges’ and jurors’ failure to gauge the actual implications 
of disability, scholars have suggested abolishing hedonic damages altogether.

The behavioral argument against hedonic damages seems, however, to rely on a some-
what limited view of the psychological literature on adaptation. This literature empha-
sizes, as noted, that the effects of both negative and positive events (such as the award 
of money) gradually erode over the course of time. As Brickman, Coates, and Janoff-
Bulman and other researchers showed, lottery winners’ level of happiness spikes right 
after their winning but then progressively approaches their prewinning levels. This, 
in turn, suggests that tort compensation for nonmonetary harms might have a more 
moderate effect than conventional wisdom maintains. Accordingly, the findings on 
individuals’ adaptation do not only suggest that victims’ hedonic harm may be smaller 
than what is assumed by judges, but also that monetary compensation does not pro-
duce so much happiness as judges predict. As victims quickly “adapt” to the money they 
receive for their hedonic loss, the effect of such compensation on their well-being gradu-
ally erodes. Paradoxically, from a normative perspective, this erosion may call for either 
of two opposite conclusions. On the one hand, this erosion balances victims’ adapta-
tion to harm, which means that pain and suffering damages should be higher than what 
the current literature on hedonic adaptation suggests.12 On the other hand, if damage 
awards are badly eroded, there may be a case for abandoning them altogether. Without 
further research, it is thus hard to determine, in the final tally, whether or not the cur-
rent amounts for hedonic harm, and for pain and suffering in general, are adequate.

2.4.4 Punitive Damages
As opposed to conventional tort payments, punitive damages are not intended to make 
victims whole. As their name implies, they are payments that come on top of the stan-
dard compensatory damages injurers pay in everyday tort lawsuits. When punitive 
damages are awarded, injurers’ liability thus seems to exceed the social costs of their 
behavior.

Law and economics has offered several rationales to justify the imposition of 
above-compensatory damages. Most notable is the argument that punitive damages 
are necessary to attain optimal deterrence in a world in which enforcement against 
tortfeasors is less than 100% (Shavell 2004). Although it is usually in victims’ interest 
to sue their injurers, in actuality they may nevertheless give up on meritorious claims. 
This may occur, for example, in cases in which victims cannot prove essential elements 
of their claim, when litigation costs exceed victims’ expected compensation, or when 
victims prefer not risking their relationships with the injurer (e.g., workers and patients 
injured by their employers and doctors, respectively). Punitive damages serve to charge 
such injurers, once they are sued, for the loss in those cases in which they evaded 

12 We thank Alon Harel for this comment.
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liability. Thus, according to this argument, punitive damages do not make injurers pay 
excessive damages but rather align their liability with the actual social costs of their 
behavior.

Experiments focusing on punitive damages, however, have provided little support 
for this suboptimal enforcement argument. Sunstein, Schkade, and Kahneman (2000) 
presented several groups of participants with hypothetical cases involving an injurer 
whose negligent activity harmed a victim. The hypothetical scenarios were identical in 
all aspects (the behavior of the injurer, victims’ harm, etc.) except for the probability of 
litigation. In each scenario, participants were explicitly informed of the likelihood that 
the victim would sue. Participants were then requested to determine the appropriate 
compensation. The results showed that the probability of litigation had almost no effect 
on participants’ answers. Although the instructions that were provided to the partici-
pants explicitly alluded to deterrence considerations, a low probability of litigation did 
not induce participants to award the victim higher compensation.

Looking to shed further light on individuals’ perception of punitive damages, 
Sunstein and his colleagues conducted a follow-up experiment that directly focused 
on the interplay between optimal enforcement and punitive damages. In this study, 
participants were requested to evaluate a judge’s decision not to award punitive dam-
ages in a case in which the injurer’s behavior was particularly outrageous. As they were 
told, the judge rejected the plaintiff’s plea for punitive damages because the probabil-
ity of detection in such cases approaches 100%, and thus optimal deterrence can be 
achieved by imposing compensatory damages only. Contrary to the judge’s reasoning, 
a vast majority of the participants found the decision unconvincing and supported the 
plaintiff’s plea for punitive damages.

As this follow-up experiment suggests, in the decision whether to impose punitive 
damages, participants are particularly concerned with the reprehensibility of injurers’ 
behavior. Further experiments have shown that individuals indeed use punitive dam-
ages to convey their disapproval when injurers’ conduct is particularly unacceptable 
(Sunstein, Kahneman, and Schkade 1998). The farther removed an injurer’s conduct is 
from the social norm, the greater the indifference of the injurer to victims’ interests, the 
more likely individuals are to impose high punitive damages. Moreover, these exper-
iments have shown that individuals often share common moral views in appraising 
injurers’ conduct. When requested to rank hypothetical cases by injurers’ blamewor-
thiness, participants of different backgrounds and locations presented a remarkable 
consensus.

Nevertheless, studies exploring mock jurors’ decisions to award punitive damages 
show that this consensus unravels once participants need to determine the dollar 
amounts to be paid by injurers. Despite sharing similar moral intuitions, participants 
show great variance in translating their ethical perceptions to specific monetary values. 
The lack of guidance on how to convert moral judgments to dollar payments results in 
erratic and unpredictable punitive damage awards (Sunstein et al. 2003).

The difficulty of translating moral judgments to dollar amounts makes jurors  
vulnerable also to cognitive manipulation by the litigants. In a study by Hastie, 
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Schkade, and Payne (1999a), an identical tort scenario was presented to several groups 
of mock jurors. Participants were then reviewing the closing argument of the plain-
tiff’s lawyer. In one condition of the experiment, the lawyer demanded a relatively low 
amount in punitive damages, in the range of “15 and 50 million dollars”. In the other 
condition, the lawyer demanded a higher amount, in the range of “50 to 150 million 
dollars.” Although participants were instructed that plaintiff’s arguments are not evi-
dence, the results showed a significant “anchoring” effect. Participants in the second 
condition awarded the plaintiff in punitive damages nearly 2.5 times as much as those 
in the first condition. (On the anchoring effect in the legal context, see, e.g., Robbennolt 
and Studebaker 1999.)

These behavioral findings suggest that punitive damages are a challenge for the legal 
system. In their current format, punitive damages induce arbitrary outcomes and are 
potentially subject to manipulations by the parties. Moreover, studies have shown that 
merely providing jurors with further instructions, or encouraging them to deliberate, 
does not resolve the problem (and may only make things worse) (Schkade, Sunstein, 
and Kahneman 2000).

3 Underresearched Areas in Torts 
and Possible Further Contributions of 

Behavioral Economics

In this section we offer two suggestions for further research in the crossroads between 
tort law and behavioral economics. We do not suggest that the issues here are the 
only possible avenues, or even the primary ones. A deeper exploration of the various 
topics discussed above is still very much missing, and can significantly enhance our 
understanding of the tort system. We do, however, find that both suggested topics are 
especially interesting for future research, because of the surprisingly limited (if any) 
attention given to them by behavioral law scholars. This lack of attention is startling 
because of the extensive attention given to these subjects—vicarious liability and per-
ception of group variability—by law and economics scholars on the one hand, and by 
behavioral scholars on the other.

3.1 The Behavioral Economics of Vicarious Liability

3.1.1 Vicarious Liability and Its Basic Economic Analysis in a Nutshell

Victims who suffer harm usually do not limit their lawsuit to their direct injurer. The 
reason is that, unless they happen to have extensive insurance, direct injurers often 
lack sufficient resources to pay victims’ high damages. Suing the direct injurer alone 
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frequently results in the latter’s bankruptcy, which in turn leaves victims uncompen-
sated. To avoid this outcome, victims commonly seek to sue their injurer’s employer 
(when such exists), relying on the doctrine of “respondeat superior” (Keeton et al. 
1984). This doctrine renders employers—whose liquidity is higher and who are often 
insured—liable for the negligence of their employees. Accordingly, whether victims 
can actually collect compensation often hinges upon their ability to show that their 
direct injurer was an agent (employee) acting on behalf of a principal (employer).

Although tort law extends employers’ liability to the negligent act of those who 
work for them, it does so only as long as employers possess sufficient control over their 
agents. Tort law distinguishes between “workers” and “independent contractors.” In 
this regard, courts have considered such factors as who decides the details of the job, 
who supplies the place and instrumentalities of the work, and the method of payment. 
Employees who have little discretion in how to carry out their duties, who do not own 
their tools, and whose payment is time-based, are assumed to be under their employ-
ers’ control. Recognizing that such workers are in effect their employers’ long arm, 
“respondeat superior” enables victims to sue these workers’ employers through vicari-
ous liability. In contrast, employees who have wide discretion, own their tools, and are 
paid a lump sum are assumed to be under their own control. Such “independent con-
tractors” are thus exclusively liable for the harm they cause, and their negligence can-
not be imputed to those who hired them (see generally Kraakman 2009).

Despite its intuitive appeal, this distinction between workers and independent con-
tractors has been criticized by law and economics scholars (Arlen and MacLeod 2005). 
While vicarious liability aims to induce employers to exert control over workers, so 
the argument goes, in fact it incentivizes employers engaging in harmful activities to 
choose independent contractors over hiring in-house employees. Furthermore, the 
independent contractors hired will likely have limited assets, such that when harm 
occurs victims will receive no compensation. Therefore, rather than reducing the risk 
of harm and increasing compensation, respondeat superior decreases social welfare 
and makes victims worse off.

To see the intuition of this argument, consider an employer who seeks an agent 
to perform a job that may result in harm. From the employer’s perspective, a (nearly 
insolvent) in-house worker means it will be liable for any harm caused by its worker. 
Hiring instead an independent contractor is not, in itself, a superior option—because 
the independent contractor will likely charge more to compensate for the damages it 
pays victims. But if the independent contractor is thinly capitalized, it faces no risk 
of liability. Such an independent contractor will thus be able to perform the job at the 
same price as an in-house employee (while releasing the employer from potential liabil-
ity). Accordingly, precisely in the context in which vicarious liability is most important 
(insolvent agents) it is unlikely to induce optimal behavior.

3.1.2 Possible Implications for Behavioral Economics
The conventional law-and-economics argument highlights the costs that employers 
can save by choosing independent contractors over in-house employees. Emerging 
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psychological literature suggests that ethical considerations, too, may induce employ-
ers to favor independent contractors over in-house employees. As studies establish, 
individuals tend to perceive indirect causation of negative outcomes as less unethical 
than direct causation, even if the outcome itself is worse in absolute terms (see gener-
ally, Royzman and Baron 2002). As these studies further show, indirect causation is 
often associated with the delegation of an action to self-controlled agents. Accordingly, 
by taking an independent agent, employers can distance themselves from victims’ 
harm.

Early evidence for the role of agents is Milgram’s seminal experiments on obedi-
ence (Milgram 1974). Milgram showed that subjects were more likely to cause pain to 
an innocent victim (following the direction of an authoritative figure) when the act of 
inflicting harm was removed from the subject and delegated to another participant (a 
confederate). This result led Milgram to suggest that “any force that is placed between 
the subject and the consequences of shocking the victim, any factor that will create 
distance between the subject and the victim, will lead to a reduction of strain on the 
participant and thus lessen disobedience” (p. 121).

More recently, Paharia and colleagues (2009) examined more closely how the use of 
intermediators affects people’s moral judgments. Their study shows that participants 
evaluated the behavior of injurers as more unethical when it caused harm directly, as 
compared to the case in which it caused an even greater harm but through an interme-
diary. Thus, a pharmaceutical company’s decision to raise the price of its cancer-related 
drug from $3 to $9 was perceived as far less ethical than its decision to sell the rights 
to the drug to another company, which raised the price to $15. Similarly, a real-estate 
company’s decision to clean up only 40% of the toxic waste on the land of its new hous-
ing project was perceived as more unethical than its decision to sell the land to a lesser-
known company that did not engage in any clean-up effort. And likewise, a company 
that owned a polluting factory and decided to increase the pollution by 25% was rated 
more unethical than the same company when it sold this factory to a lesser-known 
company that increased the pollution by 75%.

In further experiments, Paharia and colleagues examined the effects of explicitly 
informing participants about the principal’s levels of knowledge and control. These 
experiments showed that the existence of an agent attenuates the moral condemnation 
for companies’ behavior, but the “indirectness effect” was eroded when the company 
had foreknowledge of the agents’ actions, and particularly when it became evident 
that the agent was in fact the principal’s long arm. Once participants became aware of 
the principal’s knowledge and control over the agent, the agent’s behavior was largely 
imputed to the principal itself.

The psychological experiments thus bear on the conventional economic argument 
on the social undesirability of the distinction between workers and independent con-
tractors. First, these studies suggest that not only economic incentives but also eth-
ical-perception incentives encourage employers to prefer independent contractors to 
workers. Accordingly, while the economic argument calls for making employers pay 
for victims’ harm in the case of insolvent independent contractors (to eliminate the 
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incentives to hire them ex ante), the behavioral studies show that it might not be suf-
ficient. Injurers might prefer to pay relatively high compensation for harm caused by 
an independent contractor than a lower amount for harm caused by their own worker. 
The use of an independent contract allows employers, concerned with how they are 
perceived, to psychologically disassociate themselves from victims’ harm.

Second, these behavioral findings point out that the incentives to hire independent 
contractors might exist irrespective of their solvency. Relying on independent con-
tractors might be an effective way to protect employers’ reputation. Although solvent 
independent contractors are likely to charge for their costs of liability, employers may 
nevertheless profit from using their services rather than relying on in-house workers. 
Avoiding control over the acts of their agents may enable employers to reduce the pub-
lic condemnation for the harm caused by these agents’ activity.

Finally, these studies suggest that employers can benefit from using agents to diffuse 
liability. As noted earlier, punitive damages are often imposed once injurers’ behav-
ior exceeds a certain ethical threshold that reflects an outright indifference to victims’ 
rights. This implies that employers can benefit from hiring an independent contrac-
tor as a means to reduce the risk of punitive damages. By dividing the responsibility 
between themselves and their independent contractors, employers may ensure that 
each of them will be perceived by juries as only partly responsible for the harm, at a 
level below the critical threshold. Thus an activity that may trigger punitive damages 
if done by the injurer itself (or its employee) may lead to a different result if it is handed 
over to an independent contractor.

3.2 The Behavioral Economics of Victims’ Heterogeneity

3.2.1 Underestimation of Group Variability

People often perceive groups as more homogeneous than they really are. In exploring 
this phenomenon, social psychologists have devoted extensive attention to the out-
group homogeneity (OH) bias, or OH effect, namely, people’s tendency to perceive 
a group to which they do not belong as more homogeneous than it really is, and as 
less variable than their own group (e.g., Judd et al. 2005; Boldry, Gaertner, and Quinn 
2007).13 Furthermore, the perception of a group as homogeneous induces collective 
treatment that, in turn, reinforces the perception that this group is homogeneous (Alter 
and Darley 2009). Surprisingly, however, legal scholars in general, and tort scholars in 
particular, have not explored the implications of this bias for tort law, and above all for 
accidents that involve multiple victims.

13 Recent research has also found what may be described as the opposite effect: an in-group 
homogeneity effect (Rubin and Badea 2012). However, for reasons laid infra, in tort situations the OH 
effect seems much more relevant.
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Although it is one of the origins of the stereotypization process, the OH bias was also 
found to be robust in controlled laboratory experiments where no social stereotypes 
could be found. As studies have shown, the OH bias exists so long as members of the 
in-group on the one hand, and members of the out-group on the other, share some 
minimal common traits—even artificial, laboratory-made characteristics (Rubin, 
Hewstone, and Voci 2001; Voci 2000). The strength and robustness of this bias are 
affected by several factors: the out-group size (the larger the group the larger the effect), 
the social power gap between the in-group and the out-group (the greater the gap 
between groups the larger the effect), and familiarity with members of the out-group 
(the more familiarity with group members the lesser the effect) (Rubin and Badea 2007, 
2012).14

3.2.2 Heterogeneity of Tort Victims
In modern reality, accidents involving multiple (heterogeneous) victims are com-
mon: environmental hazards, mass production of dangerous products, the increasing 
power of machines and vehicles, the rise in population density, alongside the social, 
demographic, technological, and economic progressions of the modern era, all give 
rise to a growing number of multiple-victim accidents. It is a fact of life that parties to 
accidents are not identical to one another. This heterogeneity refers, first and foremost, 
to victims—even victims of the same accident. The level of risk to which each victim 
is subject, as well as the costs of precautionary measures available to each victim and 
their efficacy—all depend on factors that naturally vary between victims, such as their 
age, health condition, wealth, occupation, location, and the value of their property. 
When victims themselves engage in the risky activity (such as using risky products), 
the utility they derive from this activity may also vary considerably. Hence, the eco-
nomic factors that determine the assignment of liability in multiple-victim torts—the 
harm and its ex ante probability, the costs of precautions, and the utility derived from 
activity—typically differ from one victim to another.

The features that affect the size and robustness of the OH bias—the out-group 
size, the social power gap between the in-group and the out-group, and unfamil-
iarity with members of the out-group—make tort situations especially vulnerable 
to it. Furthermore, experimental studies show that the mere effect of being harmed 
collectively, even by random events, induces a more homogeneous perception of 
the group of victims. For example, in one of their studies, Alter and Darley (2009) 
gave participants a fabricated newspaper article describing harm caused by a tor-
nado. Participants, who were told that 40 apartments in a complex were harmed by 
a tornado, perceived the apartment-owners as more homogeneous in their nation-
alities, languages, and ethnicities than participants who were told that only one of 
the apartment-owners was affected by the tornado. As the authors note, because “a 
tornado does not selectively affect homogeneous groups of people, participants could 

14 Nevertheless, one study from the early 1980s (Jones, Wood, and Quattrone 1981) may suggest that 
unfamiliarity with out-group members is not paramount for perceived homogeneity.
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not logically infer that the collective treatment followed from some preexisting differ-
ence in homogeneity that distinguished the two groups of people.” Hence, both injur-
ers and the courts might perceive groups of victims as more homogeneous than they 
actually are.

The social psychology scholarship has not deeply explored the possibility of debias-
ing the OH effect. Although the literature has indeed explored the factors that affect 
the size and robustness of this bias, these factors relate to exogenic facts that are charac-
teristics of the out-group. They cannot be “manipulated” in the real world in a way that 
would fit a debiasing effort, since exposure to the common issues among the group of 
victims—whatever enhancing effect it may have on the OH bias—is nonetheless essen-
tial for procedural matters such as the certification of groups in class actions. It is also 
obvious that in the legal context, requiring the court to have personal familiarity with 
members of the group of victims is both unrealistic and contrary to the basic principles 
of justice.

3.2.3 Legal Applications: Standard of Care with Multiple Victims
The long-standing conventional wisdom in torts maintains that, when an injurer 
inflicts a risk of harm on more than one victim, this injurer’s liability toward the 
victims should be based on an aggregative cost-benefit test, which weighs the acci-
dent’s overall social costs against the overall social benefits of the injurer’s conduct. 
This aggregative test is also relevant for determining the victims’ contributory neg-
ligence in multiple-victim torts (Halbersberg 2013; Restatement (Third) of Torts: 
American Law Institute 2010, §3 cmt. e). However, when victims are heterogeneous, 
this aggregative test may be ill suited to the determination of liability (Halbersberg 
2013). Take, for example, a case where the injurer’s activity inflicted harm on only 
two victims, whose precaution costs and expected harm differs as shown in table 
16.1.

Applying an overall risk-benefit test will find the injurer liable, because she could 
have prevented an overall risk of 70 had she invested only 50 in precautions, while the 
victims themselves could have prevented the harm only at a cost of 80. A closer look, 
however, reveals that a more efficient outcome would be reached if the injurer were 
exempt from liability, thereby inducing Victim 1 to take precautions and Victim 2 to 
bear the harm. If this were the case, the overall social costs would amount to only 40—
less than the injurer’s precaution costs of 50.15

This efficient outcome could be reached only if courts were sensitive to the victims’ 
heterogeneity, and used a standard of liability that aggregated, for each victim, the 
lesser of either the expected harm or costs of precautions and compared this amount to 
the injurer’s costs (see further, Halbersberg 2013). However, such a nuanced approach 

15 This is case where the conventional test leads to overdeterrence of the injurer. Halbrsberg 
(2013) lists other categories of cases where heterogeneity of victims makes the conventional test for 
negligence, for contributory negligence, or for design defects in product liability cases inefficient, 
including underdeterrence and dilution of liability.
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that is attuned to the differences between victims is unlikely under the OH bias. The 
effect of the OH bias is to “average out” victims’ differences and to make them be per-
ceived as more homogeneous than they really are. The OH bias will cause the injurer, as 
well as the court, to assume that victims’ expected harm and costs of precautions are as 
shown in table 16.2.

One can readily see the implications of this change in the perception of victims’ 
homogeneity. Under a negligence standard, if either the injurer or the fact-finder were 
affected by the OH bias, then the injurer would be driven to take the socially inefficient 
precautions, leading to a social loss, in this case, of 10 (50 − 40).

Unfortunately, experiments that tested tort liability for environmental disasters 
(Angelova, Attanasi, and Hiriart 2012) did not explore the effects of the OH bias and 
were designed as if one victim suffered the large harm in its entirety. Alter and Darley 
(2009) did demonstrate that victims are perceived as more homogeneous, but did so in 
a context unrelated to tort liability.

Despite the lack of experimental work that examines the implications of the OH  
bias for mass tort cases, there seems to be a consensus among legal practitioners that 
juries tend to perceive victims as less variable than they actually are—so that, in the 
juries’ minds, tort victims with high levels of harm “balance” other victims who suf-
fer less harm, and an averaging effect is apparent (e.g., McNeil and Fancsali 1996, p. 
491). There are court decisions that suggest that some homogeneity bias may indeed 
have been present. One such example is the Israeli case of Haifa Municipality.16 This 
case originated from four separate events of flooding that caused harm to a heteroge-
neous group of 21 property owners, including factories, small businesses, and private 
individuals. Despite their heterogeneity, after describing the idiosyncratic facts sur-
rounding only one case out of the twenty-one,17 the court succinctly determined that 
all victims had the same 20% share of fault under the Israeli comparative negligence 

Table 16.1 Real Costs of Accident 

Victim 1 Victim 2 Aggregate Victim Injurer

Expected harm 60 10 70
Precaution costs 30 50 80 50

Table 16.2 Perceived Costs of Accident with OH bias 

Victim 1 Victim 2 Aggregate Victim Injurer

Expected harm 35 35 70
Precaution costs 30 30 60 50

16 AC 2906/01 Haifa Municipality v. Menorah Insurance Company.
17 In one factory, the damaged goods were placed on the floor after the first flood, making them 

vulnerable to being harmed in later floods.
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rule. On appeal, the Israeli Supreme Court agreed. It can be argued, therefore, that this 
case is an example of the perception of multiple victims as homogeneous, and the equal 
treatment that was consequentially accorded to them.

The effect of OH bias is not limited to the proper determination of parties’ neg-
ligence. First, as already mentioned, group variability inf luences the litigation of 
mass torts. The more homogeneous the group of victims is perceived to be, the 
more likely courts are to certify pleas for class action. Second, the use of bell-
wether trials18 may be more acceptable if the victims group is perceived as more 
homogeneous than it really is. Third, victims’ heterogeneity can greatly affect the 
efficiency of, and justification for, applying the doctrine of market share liability 
(MSL) (see generally Gifford and Pasicolan 2006). This doctrine allows a group of 
victims—who can point to a group of injurers as a whole as causing harm, but are 
incapable of proving which victim was harmed by which injurer—to nevertheless 
recover the harm in proportion to each injurer’s market share. However, both the 
efficiency and moral justifications for this doctrine require that the victims’ group 
be homogeneous. If victims are heterogeneous but are perceived as homogeneous, 
courts might use MSL even though its justifications do not apply in the particu-
lar case. Furthermore, the basic economic justification for punitive damages, as 
a realignment of injurers’ liability with the actual social costs of their behavior, as 
well as the conventional formula for their calculation, also requires that the vic-
tims be fairly homogeneous. Recall that the conventional formula maintains that, 
to achieve optimal deterrence, the overall damages (punitive + compensatory) 
should equal the compensatory damages multiplied by the inverse of the probabil-
ity of being found liable (Polinsky and Shavell 1998). But when the group of victims 
is heterogeneous, the determination of punitive damages requires a more idio-
syncratic calculation. Consequently, if the victims are perceived as more homoge-
neous than they really are, this may impinge on the overall efficiency of awarding 
punitive damages.

The exploration of the OH bias (as well as other social-psychology biases that affect 
the perception of victims’ heterogeneity) thus seems a promising avenue for future 
studies. Further research may examine how the OH bias actually affects juries, judges, 
and injurers as well as potential tools the legal system could employ to induce such par-
ties to identify differences between victims of harmful activities. Further behavioral 
research may also wish to explore possible ways for debiasing the OH bias in general, 
and in the legal context in particular—such as using small samples from the victims’ 
group.

18 A bellwether trial is a process by which “a random sample of cases large enough to yield reliable 
results is tried to a jury (in order to) use the resulting verdicts as a basis for resolving the remaining 
cases” (Lahav 2008, p. 577).
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4 Conclusion

As this chapter suggests, behavioral studies have already provided significant contri-
butions to the understanding of the actual implications of our tort system. These stud-
ies, as we have shown, shed light on many fundamental questions regarding the proper 
regulation of harmful activities and the optimal design of victims’ right to compen-
sation. The fast-growing number of experimental studies that focus on legal issues in 
general, and tort-related contexts in particular, promises that our chapter will likely be 
in a need of expansion (and revision) in the coming future.
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CHAPTER 17

BEH AV IOR A L ECONOM IC S A N D 
CON T R AC T L AW

MELVIN A. EISENBERG

1 Introduction

1.1 Formalism and Classical Contract Law

From the middle of the nineteenth century through the early part of the twentieth, 
contract theory was dominated by a school of thought now known as classical con-
tract law. Theories of contract law fall into several broad categories, based on the 
method of legal reasoning utilized by theories in the category and the roles those the-
ories assign to doctrinal and social propositions. (By doctrinal propositions, I mean 
propositions that purport to state legal rules and are found in or can be derived from 
sources that are generally regarded by the legal profession as authoritative. By social 
propositions, I mean moral norms, which characterize conduct as right or wrong; 
policies, which characterize states of affairs as good or bad, depending on whether 
they are conducive or adverse to the general welfare; and experiential propositions, 
which characterize the way in which the world works, and mediate between moral 
and policy propositions, on the one hand, and doctrinal propositions, on the other.) 
One category of contract theory is formalism, and classical contract law falls into 
this category. Formalism generally, and classical contract law in particular, are char-
acterized by an ideological aspect, a methodological aspect, and a psychological 
aspect.

Ideologically, formalism and classical contract law conceived of legal doctrine as 
autonomous from policy and morality. This autonomy is well illustrated by a passage 
from Summary of the Law of Contracts by Christopher Langdell, a key figure in classi-
cal contract law, addressing the question whether an acceptance by mail is effective on 
acceptance or dispatch:
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The acceptance. . . must be communicated to the original offerer, and until such 
communication the contract is not made. It has been claimed that the purposes of 
substantial justice, and the interests of contracting parties as understood by them-
selves, will be best served by holding that the contract is complete the moment the 
letter of acceptance is mailed; and cases have been put to show that the contrary 
view would produce not only unjust but absurd results. The true answer to this 
argument is that it is irrelevant. (Langdell 1880, 15, 20–21)

Methodologically, formalism and classical contract law proceeded in a Euclidean 
manner, by first identifying a set of postulates or general principles that were justified 
axiomatically on the ground that they were self-evident, and then deriving more spe-
cific rules by logical deduction from the axioms. As Holmes observed at the height of 
classical contract law, “I sometimes tell students that the law schools pursue an inspi-
rational combined with a logical method, that is, the postulates are taken for granted 
upon authority without inquiry into their worth, and then logic is used as the only tool 
to develop the results” (Holmes 1920, 238). In a sense, formalism, and therefore clas-
sical contract law, had to adopt this methodology. If doctrine was to be autonomous 
from social propositions, the only path on which legal reasoning could proceed was 
the adoption of principles claimed to be self-evident and rules formed by deduction 
from those principles. The hermetic nature of this methodology was well put by James 
Bradley Thayer, commenting on an opinion of Chief Justice Holt:

The Chief Justice here retires into that lawyer’s Paradise where all words have a 
fixed, precisely ascertained meaning; where men may express their purposes, not 
only with accuracy, but with fullness; and where, if the writer has been careful, a 
lawyer, having a document referred to him, may sit in his chair, inspect the text, 
and answer all questions without raising his eyes. Men have dreamed of attaining 
for their solemn muniments of title such an absolute security; and some degree of 
security they have encompassed by giving strict definitions and technical meanings 
to words and phrases, and by rigid rules of construction. But the fatal necessity of 
looking outside the text in order to identify persons and things, tends steadily to 
destroy such illusions and to reveal the essential imperfection of language, whether 
spoken or written. (Thayer 1898, 428–29)

Psychologically, formalism and classical contract law were implicitly based on a 
rational-choice, or rational-actor, view of decision-making. Under this view, actors 
make choices that will maximize their utility based on a rational analysis of the 
expected outcomes of competing choices. Rationality, for this purpose, requires that 
an actor possesses and accurately processes all readily available information concern-
ing the outcomes of alternative choices, ranks the possible outcomes in order of their 
expected utility, understands probability, and properly discounts future states of the 
world when comparing them with present states of the world.

Formalist legal theories, such as classical contract law, are untenable. Determining 
general principles axiomatically is untenable because doctrinal propositions are never 
self-evident, and can be justified only by social propositions. A distinction must be 
drawn here between the justification for following a doctrine and the justification of a 
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doctrine. For example, although a common-law court may justify a result on the basis 
of a rule stated in precedents, such a rule can always be traced back to a point where 
precedential justification is unavailable, and only a social justification will do. Once a 
doctrine has been adopted, it may be justifiably followed because of the social interest 
in stability and predictability, the social reasons for adhering to rules that have been 
adopted through certain institutional processes, or both. However, those elements only 
justify following a doctrine, not the doctrine itself. A doctrine itself is justified only if 
it rests on social propositions that are appropriate for generating legal doctrine. For 
example, at a time when most states had adopted the doctrine of contributory negli-
gence, a trial court might have been justified in following that doctrine, but that would 
have little or no bearing on whether the doctrine itself was justified. The doctrine itself 
could be justified only on basis of moral, policy, and experimental propositions.

Determining specific legal rules by logical deduction from axiomatic general princi-
ples is no more sustainable than determining general principles on axiomatic grounds. 
Since a legal principle cannot be justified axiomatically, neither can a rule derived by 
logical deduction from a principle that is justified only axiomatically. Moreover, any 
given principle can be expressed through various rules, depending largely on what dis-
tinctions should be drawn in applying the principle; and what distinctions should be 
drawn depends on social propositions, not deductive logic. For example, suppose that 
precedent in a jurisdiction has adopted the principle that bargain promises are enforce-
able according to their terms in the absence of fraud, duress, or the like. The jurisdiction 
has not yet established whether age-based incapacity is a defense to a contract. Now 
an actor who made a bargain with a fourteen-year-old seeks to enforce the bargain. If 
common-law rules were fixed, then as a matter of logical deduction the minor would 
be liable. The major premise would be that in the absence of fraud, duress, or the like, 
bargains are enforceable according to their terms. The minor premise would be that the 
fourteen-year-old made a bargain. The conclusion would be that the fourteen-year-old 
is liable. But this conclusion should not and will not be drawn, because the social prop-
ositions that support the bargain principle do not support the application of that rule to 
persons whom society considers underage. One social reason for the bargain principle 
is that actors are normally the best judges of their own interests. Based on experience, 
this reason does not apply to persons society considers underage. Therefore, the prin-
ciple should be reformulated by creating an exception for underaged persons.

In contrast, suppose a court was asked to hold that a bargain made by a clergyman 
is unenforceable against the clergyman even though the bargain was not religious in 
nature (that is, did not concern an issue of dogma, the allocation of authority within a 
church, or the like). This exception should not be engrafted onto the rule, because no 
applicable social proposition supports a special status for clergymen who make con-
tracts. It is easy to imagine social propositions that would support a special status for 
clergymen for other purposes or in another society or time. For example, in the Middle 
Ages there was a clergyman exception under the criminal law—clergymen could be 
prosecuted for felony only in ecclesiastical courts and therefore were not subject to 
capital punishment (Pollock and Maitland 1898, 411–57). Even today, religious bargains 
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made by clergymen might well be unenforceable. But applicable social propositions in 
contemporary society would not support a clergyman exception to the bargain prin-
ciple. In short, any common-law principle may be reformulated at any time by the pro-
cesses of distinguishing and drawing exceptions. Whether and how a given rule should 
be reformulated in this way depends on social propositions.

The psychological basis of classical contract law is also open to serious question. Of 
course, actors ordinarily want to maximize their utility. The problems are whether 
actors are fully rational in processing information about alternative choices, discount-
ing future states of the world and comparing them with present states of the world, 
understanding probability, and utilizing heuristics, that is, decision-making formulas 
or shortcuts.

1.2 Modern Contract Law

Beginning in the late 1920s and early 1930s, under the influence of Arthur Corbin, Karl 
Llewellyn, and other leading scholars, classical contract law was largely although not 
entirely supplanted by modern contract law. Where classical contract law is formal, 
modern contract law is substantive, that is, based on social propositions rather than 
axioms, logical deduction, and autonomous reasoning. So, for example, while classical 
contract law took the position, on purely axiomatic grounds, that only bargain con-
tracts were enforceable, modern contract law takes the position, on grounds of policy 
and morality, that reliance makes a promise enforceable, at least to the extent of reli-
ance. Even Restatement First, authored principally by Williston, often thought of as a 
central formalist text, published in 1932, adopted important new doctrines that were 
justifiable on substantive rather than formal grounds and Restatement Second, pub-
lished in 1981, carried this development much further.

2 Chicago Law and Economics

In the 1970s and 1980s, as modern contract law was still emerging, two important 
social-science-based scholarly developments began to emerge as well. One of these was 
law and economics. Contract law concerns exchange, and therefore was long implic-
itly or explicitly intertwined with economic analysis. Like classical contract law, clas-
sical economics centers on formal reasoning (although mathematical rather than 
Euclidean) and a rational-actor model of psychology. Accordingly, although classical 
contract law did not explicitly incorporate classical economics, it mapped very well 
onto classical economics, and during the period when the school of classical contract 
law held sway, that school and classical economics proceeded along more or less paral-
lel tracks.
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In its inception, law-and-economics differed from classical economics in two 
respects. First, while classical economics mapped on to classical contract law, it was 
not about law. In contrast, law-and-economics was explicitly about law. Second, 
early law-and-economics was principally birthed by Richard Posner and was based 
on Chicago economics—markets are good and regulation isn’t. The methodolo-
gies of Chicago law-and-economics and modern contract law are congruent inso-
far as both were ultimately based on social policy, but diverged insofar as Chicago 
law-and-economics was based on formal reasoning and rational-actor psychology. In 
effect, Chicago law-and-economics was a type of neoclassical contract law.

3 Behavioral Psychology and 
Behavioral Law and Economics

Around the time that law-and-economics began to emerge there also emerged a par-
adigm shift in the psychology of decision-making. This shift, which can be broadly 
referred to as behavioral psychology, has been manifested in three waves of scholar-
ship. The first wave shows that actors often make decisions without having full infor-
mation, without adequately processing the information they do have, without bringing 
to their conscious minds all the critical assumptions that underlie their decisions, or 
all three. The second wave shows that in certain areas actors systematically make deci-
sions that are not rational. The third wave bears principally on how contracting actors 
behave—for example, how contracting actors think about sanctions for breach, are 
incentivized or disincentivized by given types of contractual provisions, respond to the 
way in which issues are framed, and so forth.

4 The First Wave: Bounded 
Rationality, Rational Ignorance, and 

Tacit Assumptions

4.1 Bounded Rationality

A basic assumption of classical contract law, classical economics, and neoclassical contract 
law is that contracts are made by informed parties. As Michael Trebilcock has pointed out:

Even the most committed proponents of free markets and freedom of contracts rec-
ognize that certain information preconditions must be met for a given exchange 
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to possess Pareto superior qualities. For example, to recall the statement of Milton 
Friedman: “The possibility of coordination through voluntary cooperation rests on 
the elementary—yet frequently denied—proposition that both parties to an eco-
nomic transaction benefit from it, provided the transaction is bilaterally voluntary 
and informed.” (Trebilcock 1993, 117–18, quoting Milton Friedman 1962).

However, as shown by Herbert Simon and others in work beginning in the 
1950s and 1960s, actors are almost never fully informed when they make deci-
sions. If the costs of searching for and processing information were zero, and human 
information-processing capabilities were perfect, then an actor who wanted to make a 
choice would make a comprehensive search for all relevant information, would perfectly 
process the information he acquired, and would then make the best possible choice—
the choice that, as of the time made, was better than all the alternative choices the actor 
might have made if he had complete knowledge and perfect processing abilities. In real-
ity, of course, searching for and processing information does involve costs, in the form 
of time, energy, and often money. Most actors either do not want to expend the resources 
required for comprehensive search and processing or recognize that comprehensive 
search and processing would not be achievable at any realistic cost. Accordingly, most 
actors put boundaries on the amount of search they engage in before making decisions. 
To put it differently, in making decisions actors often consciously choose to be in a state 
of rational ignorance—“rational” because the expected incremental cost of achieving 
complete knowledge concerning and deliberating on the choice would be more than the 
expected incremental gain from making the choice with complete rather than partial 
knowledge and deliberation. So, for example, a patient may seek a second or perhaps a 
third doctor’s opinion about treatment, but no more, because he believes it unlikely that 
consulting an extra five, ten, or fifteen doctors will not improve his choice of treatment 
enough to justify spending the extra time and money.

Although the concept of bounded rationality is sometimes associated only with lim-
ited information and limited information-processing, in fact the concept includes a 
third element: limited information-processing ability. Even when information is not 
bounded, the ability to process information is constrained by limitations of computa-
tional ability, ability to calculate consequences, ability to organize and utilize memory, 
and the like. Accordingly, actors will often imperfectly process even the informa-
tion they do acquire. Thus the principle of bounded rationality “has been defined by 
[Herbert] Simon as follows: ‘The capacity of the human mind for formulating and solv-
ing complex problems is very small compared with the size of the problems whose solu-
tion is required for objectively rational behavior in the real world. . . .’ [The principle] 
refers both to neurophysiological limits on the capacity to receive, store, retrieve, and 
process information without error and to definitional limits inherent in language” 
(Williamson 1975).

In short, human rationality is normally bounded by limited information, limited 
information processing, and limited information-processing ability.



444   MELVIN A. EISENBERG

4.2 Tacit Assumptions

Under rational-actor psychology, actors make choices by considering alternative 
courses of action and evaluating and comparing their likely outcomes. Often this 
is true but often it isn’t, because actors frequently make choices on the basis of tacit 
assumptions that the actors do not explicitly consider. The concept of a tacit assump-
tion has been explicated as follows by Lon Fuller:

Words like “intention,” “assumption,” “expectation” and “understanding” all seem 
to imply a conscious state involving an awareness of alternatives and a deliberate 
choice among them. It is, however, plain that there is a psychological state that can 
be described as a “tacit assumption,” which does not involve a consciousness of 
alternatives. The absent-minded professor stepping from his office into the hall as 
he reads a book “assumes” that the floor of the hall will be there to receive him. His 
conduct is conditioned and directed by this assumption, even though the possibil-
ity that the floor has been removed does not “occur” to him, that is, is not present in 
his conscious mental processes. (Fuller and Eisenberg 2006, 732–33).

A more colloquial expression that captures the concept of tacit assumptions is “taken 
for granted.” As this expression indicates, tacit assumptions are as real as explicit 
assumptions. Tacit assumptions are not made explicit, even where they are the basis 
of a choice, precisely because they are taken for granted. They are so deeply embed-
ded that it simply doesn’t occur to the parties to make them explicit—any more than it 
occurs to Fuller’s professor to think to himself, every time he is about to walk through a 
door, “Remember to check my assumption that the floor is still in place.”

Tacit assumptions are closely related to bounded rationality. If actors had infinite 
time to think about proposed contracts, and no costs for making all of their tacit 
assumptions explicit, then they might engage in extensive introspectives to determine 
their tacit assumptions, make them explicit, and put them in the mix of information. 
But actors do not have infinite time, and introspection is not cost free. It would be irra-
tional to take the time and incur the cost to determine and make explicit every tacit 
assumption, because the time and cost of doing so would often approach or exceed the 
expected benefit of the contract. Moreover, normally it would be impossible to make 
such a determination. As Randy Barnett points out:

[When we add] to the infinity of knowledge about the present world the inherent 
uncertainty of future events. . . we immediately can see that the seductive idea that a 
contract can. . . articulate every contingency that might arise before. . . performance 
is sheer fantasy. For this reason, contracts must be silent on an untold number of 
items. And many of these silent assumptions that underlie every agreement are as 
basic as the assumption that the sun will rise tomorrow. They are simply too basic to 
merit mention. (Barnett 1999, 1163)

In short, in contracting, as in other parts of life, some things go without saying. And 
a central characteristic of things that go without saying is—they aren’t said. As a result, 

 



BEHAVIORAL ECONOMICS AND CONTRACT LAW   445

many steps in an actor’s decision-making process are not explicit, and indeed not even 
conscious.

5 The Second Wave: Cognitive 
Psychology

The fundamental premise of rational-actor psychology and therefore Chicago 
law-and-economics is that contracting actors make decisions rationally. For the most 
part, this premise is taken as axiomatic. Bounded rationality and tacit assumptions are 
not logically inconsistent with this premise, but when account is taken of those phe-
nomena we get a picture of decision-making that is dissonant with the simple picture 
of informed choice and explicit reasoning that forms the substratum of rational-choice 
theory. More important, beginning around the 1970s, under the leadership of Daniel 
Kahneman and Amos Tversky a large body of work emerged, based on experience, 
experiment, and theory, which showed that rational-choice theory is often incorrect, 
lacks explanatory power, or both, because it is not based on the actual psychology of 
choice. As Tversky and Kahneman stated, “ ‘Rational-choice theory’ emerged from a 
logical analysis of games of chance rather than from a psychological analysis of risk 
and value. The theory was conceived as a normative model of an idealized decision 
maker, not as a description of the behavior of real people” (Tversky and Kahneman 
1986, S251). This new body of work first came to be known as cognitive psychology, but 
later morphed into a still larger body of work known as behavioral psychology. The 
departures from rationality identified by cognitive psychology for the most part fell 
into two major categories: defects in disposition and defects in capability.

5.1 Defects in Disposition

Although bounded rationality does not necessarily lead actors to make irrational deci-
sions, two bodies of empirical evidence show that under certain circumstances, actors 
are often systematically irrational; that is, they often fail to make rational decisions 
even within the bounds of the information they have acquired.

One body of evidence concerns disposition. For example, people are unrealistically 
optimistic as a systematic matter. Nearly 90 percent of drivers believe they drive better 
than average (Weinstein 1980). Ninety-seven percent of consumers believe that they are 
either average or above average in their ability to avoid accidents involving bicycles and 
power mowers. In a study by Viscusi and Magat, in which consumers were informed of 
the true average risks presented by bleach and drain cleaner, only 3 percent of consum-
ers considered their homes to present an above-average risk of hand burn and child 
poisoning from the use of drain cleaner or gas poisoning or injury to children from the 
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use of bleach. Roughly half considered their homes to be about average in risk and the 
other half believed their household had lower-than-average risk. Consumers were par-
ticularly optimistic about child poisoning from drain cleaner, which was in fact by far 
the most severe risk. Sixty-five percent considered their family’s risk from this hazard 
to be below average, while only 3 percent considered their family’s risk from this hazard 
to be above average (Viscusi and Magat 1987). Similarly, Baker and Emery asked sub-
jects who were about to get married to report on their own divorce-related prospects as 
compared to the divorce-related prospects of the general population. The disparities 
between the subjects’ perceptions of their own prospects and those of the general pop-
ulation were enormous, and were almost invariably in the direction of optimism. For 
example, the subjects estimated that 50 percent of American couples will eventually 
divorce, while their own chance of divorce was zero. Similarly, the subjects’ median 
estimate of what percentage of spouses pay all court-ordered alimony was 40 percent, 
but predicted that their own spouse would pay all court-ordered alimony (Baker and 
Emery 1993). See generally the  chapter 13 by Williams in this volume.

Another deviation from economic rationality involving disposition involves loss 
aversion. From the perspective of a rational actor, avoiding a loss of $1,000 is equivalent 
to forgoing a gain of $1,000. However, this is not the perception of real actors. Instead, 
real actors systematically have a much stronger preference for avoiding a loss of $1,000 
than for acquiring a gain of $1,000. To put this more generally, actors generally feel that 
the disutility generated by a loss is greater than the utility produced by an identical 
gain. (Zamir 2012).

5.2 Defects in Capability

In making decisions, actors frequently employ heuristics, that is, shortcuts that enable 
actors to make decisions on the basis of less-than-full information. The use of heuris-
tics goes hand in hand with bounded rationality, because they enable actors to make a 
decision without full information. Therefore, the use of a heuristic is rational, provided 
that the heuristic is rational. Many, perhaps most, heuristics are rational. However, a 
defect in capability is present where actors systematically employ heuristics that are 
irrational or otherwise faulty. Cognitive psychology has shown that actors commonly 
do just that—that is, actors commonly display defects in capability by systematically 
using faulty heuristics. As Tversky and Kahneman conclude, “[T] he deviations of 
actual behavior from the normative model are too widespread to be ignored, too sys-
tematic to be dismissed as random error, and too fundamental to be accommodated by 
relaxing the normative system” (Tversky and Kahneman 1986, S252).

For example, actors tend to make decisions on the basis of data that is readily avail-
able to their memory, rather than on the basis of all the relevant data. This is known 
as the availability heuristic (Dawes 1988, 10–14, 146–63; Tversky and Kahneman 1982, 
164, 166, 174–75). As a result, actors systematically give undue weight to instantiated 
evidence as compared to general statements, to vivid evidence as compared to pallid 
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evidence, and to concrete evidence as compared to abstract evidence. Actors are also 
systematically insensitive to sample size and therefore erroneously take small samples 
as representative (Arrow 1982, 5; Nisbett and Ross 1980).

Another defect in capability concerns the ability of actors to make rational compari-
sons between present and future states of the world. For example, the sample consisting 
of present events is often wrongly taken to be representative, and therefore predictive, 
of future events. Actors also systematically give too little weight to future benefits and 
costs as compared to present benefits and costs. Thus Martin Feldstein concludes that 
“some or all individuals have, in Pigou’s. . . words, a ‘faulty telescopic faculty’ that 
causes them to give too little weight to the utility of future consumption” (Feldstein 
1985, 307).

A defect of capability related to faulty telescopic faculties is the systematic underesti-
mation of risks. Based on the work of cognitive psychologists, Kenneth Arrow observes 
that “[i] t is a plausible hypothesis that individuals are unable to recognize that there 
will be many surprises in the future; in short, as much other evidence tends to confirm, 
there is a tendency to underestimate uncertainties” (Arrow 1982, 9). In fact, empiri-
cal evidence shows that actors often not only underestimate but ignore low-probability 
risks (Arrow 1982; Kunreuther and Slovic 1978).

Still another defect in capability is known as framing. A  basic assumption of 
expected-utility theory, sometimes called invariance, is that a decision-maker’s pref-
erence between two options should not depend on how a choice is framed, that is, 
characterized and presented. Invariance requires that actors make choices based on 
real consequences, so that two characterizations or presentations of the same option 
should lead to the same choice. It has been repeatedly shown, however, that whether 
substantively identical options are framed as gains or losses has a decisive effect on 
actors’ choices. In a famous experiment, Tversky and Kahneman presented subjects 
with two problems concerning a choice of alternative programs to combat a disease 
that would otherwise kill 600 people (Tversky and Kahneman 1981). In problem I, 
the subjects were told that program A would save 200 lives, while program B carried 
a one-third probability of saving 600 lives. In problem II, the subjects were told that 
program A would cost 400 lives, while program B carried a two-thirds probability of 
losing 600 lives. A moment’s reflection shows that each program A is identical, as is 
each program B. Nevertheless, because problem I was framed in terms of gains (lives 
saved) and therefore invoked risk-aversion, while problem II was framed in terms 
of losses (lives lost) and therefore invoked risk-preference, 72 percent of the respon-
dents chose program A in problem I, while 78 percent chose program B in problem 
II. Similarly, actors place a higher negative value on losses than on large gains. If an 
actor is faced with a choice between two economically identical transactions, and in 
one transaction the choice is framed as avoiding a loss while in the other the choice 
is famed as foregoing a gain, most actors will irrationally make different choices 
depending purely on which way the choice is framed (Tversky and Kahneman 1986; 
Zamir 2012).

These systematic defects in capability are illustrative, not exclusive.
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6 The Effect of Bounded Rationality, 
Tacit Assumptions, Defects in Cognition, 

and Defects in Disposition on Selected 
Areas of American Contract Law

Unlike Chicago law-and-economics, the first two waves of behavioral economics 
scholarship did not directly address the content of legal rules. Once behavioral eco-
nomics was in place, however, its application to law, including contract law, came 
easily. Section 6 will discuss the application of behavioral psychology to five areas of 
American contract law:  liquidated damages, express conditions, mutual mistake, 
unexpected circumstances, and form contracts.

6.1 Liquidated Damages

It is a basic principle of contract law that absent fraud, duress, unconscionability, or 
the like, bargain contracts (“contracts”) will be enforced according to their terms, 
that is, without judicial review of the desirability of the terms. One exception to this 
principle concerns liquidated damages, that is, damages that are fixed in the contract. 
Although the details of the law of liquidated damages are complex, the basic principle 
is that, unlike most other contractual provisions, liquidated-damages provisions are 
given special scrutiny by the courts. Many commentators have criticized this prin-
ciple. Most of the critiques have an implicit or explicit three-part structure: (1) They 
begin by assuming that the major justification for the principle of special scrutiny is 
that liquidated-damages provisions lend themselves to blameworthy exploitation 
and consequent one-sidedness in a way that other types of contract provisions do not. 
(2) It is then argued that this justification will not hold. (3) The conclusion is that the 
special-scrutiny principle is therefore unjustified. So, for example, Goetz and Scott 
argue that the special scrutiny of liquidated-damages provisions arose in a historical 
context in which protections against fraud and duress were not available. Given the 
modern development of unconscionability as a unifying unfairness principle, they 
suggest, the law should simply collapse the treatment of liquidated damages into that 
principle (Goetz and Scott 1977, 592).

In fact, however, the primary justification for the special scrutiny of 
liquidated-damages provisions is not that such provisions are uniquely amenable to 
blameworthy exploitation and one-sidedness, but that such provisions are systemati-
cally likely to reflect the limits of cognition, and in particular, bounded rationality, 
defects in disposition, and defects in capability.
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Begin with bounded rationality. Contracting parties normally will find it rela-
tively easy to evaluate proposed performance terms—terms that specify what perfor-
mance each party is required to render, such as subject matter, quantity, and price. 
In contrast, at the time a contract is made it is often impracticable if not impossible 
to imagine all the possible scenarios of breach and, therefore, all the ways in which 
a liquidated-damages provision might operate. Similarly, the inherent complexity of 
determining the application of a liquidated-damages provision to every possible sce-
nario of breach will often exceed actors’ information-processing abilities.

Even on the doubtful assumption that a contracting party could imagine all the pos-
sible scenarios of breach and determine the application of a liquidated-damages provi-
sion to each scenario, the benefits of such extensive search and information-processing 
will often appear to be much less than the costs. A party who contracts to buy or sell a 
commodity normally expects to perform. Accordingly, the expected benefit of care-
fully deliberating on performance terms is compelling and the expected cost of such 
deliberation usually does not outweigh the expected benefit. In contrast, parties may 
not expect that a liquidated-damages provision will ever come into play, partly because 
they optimistically intend to perform and partly because experience will tell them that 
in general there is a high rate of performance of contracts. For example, if contracts are 
substantially performed at least 95 percent of the time (which observation suggests is 
likely), all the costs of processing the more remote applications of a liquidated-damages 
provision would have to be taken into account, but the benefits of such process-
ing would have to be discounted by 95 percent. The resulting cost-benefit ratio will 
often provide a substantial disincentive for processing every possible application of a 
liquidated-damages provision, even if it were possible to imagine every such applica-
tion. As a result, contracting parties are often unlikely to completely think through 
liquidated-damages provisions, and therefore are often unlikely to fully understand 
the full implications of such provisions.

Defects in disposition also play a role. Because actors tend to be unrealistically opti-
mistic, a contracting party will probably believe that her performance is more likely, 
and her breach is less likely, than is actually the case. Accordingly, unjustified opti-
mism will reduce even further the deliberation that actors give to liquidated-damages 
provisions.

Finally, defects in capability have special relevance to liquidated-damages provi-
sions. Because actors tend to take the sample of present evidence as unduly represen-
tative of the future, a contracting party is likely to overestimate the extent to which 
his present intention to perform is a reliable predictor of his future intention. Because 
actors have faulty telescopic faculties, a contracting party is likely to overvalue the ben-
efit of performance, which will normally begin to occur in the short term, as against 
the cost of breach, which will typically occur only down the road. Because actors tend 
to underestimate risks, a contracting party is likely to underestimate the risk that a 
liquidated-damages provision will take effect against her. And the availability heuristic 
may lead a contracting party to give undue weight to her present intention to perform, 
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which is vivid and concrete, as compared with the abstract possibility that future cir-
cumstances may lead him to breach.

The limits of cognition not only justify the liquidated-damages principle but affect 
the point of time at which special scrutiny should be focused. If the justification for giv-
ing special scrutiny to liquidated-damages provisions is that such provisions are espe-
cially subject to blameworthy exploitation and one-sidedness, special scrutiny should 
be focused on the time the contract is made—an ex ante, forward-looking test. In con-
trast, if the justification for special scrutiny is that parties often make cognitive errors 
in adopting such provisions, special scrutiny should be focused on the time of breach—
an ex post, second-look test, which compares the amount of liquidated damages with 
the promisee’s actual loss—on the ground that a gross discrepancy between forecast 
and result suggests that the liquidated-damages provision was a product of limited or 
defective cognition (Eisenberg 1995).

6.2 Express Conditions

Just as contract law has a special principle governing liquidated-damages provisions, so 
too does it have a special principle governing express conditions. A promise is a com-
mitment that some specified state of events will or will not occur. An express condition 
qualifies a promissory duty, by providing either that a party is not obliged to perform 
the duty unless a specified event occurs or fails to occur or that the duty will be sus-
pended or terminated if a specified event occurs or fails to occur.

Promises and express conditions have much different consequences. If a party has 
substantially performed her promises she normally can enforce her contract even 
though she has not perfectly performed, subject to damages for the imperfect perfor-
mance. In contrast, the nominal rule that governs express conditions is that a party 
cannot enforce a contract unless the conditions to her counterparty’s obligation to per-
form have been perfectly fulfilled. Similarly, a promisee normally cannot terminate a 
contract on the ground of the promisor’s breach unless the breach is material. In con-
trast, if one contracting party, A, fails to perfectly fulfill a condition to the performance 
of the other party, B, the nominal rule is that B can terminate the contract even if A’s 
failure is immaterial. Termination for nonfulfillment of an express condition is a very 
severe sanction, because A may lose not only the value of the contract but also the value 
of her prior performance, subject to possible recovery for any benefit conferred.

The nominal rule that express conditions must be perfectly fulfilled is qualified 
in several ways. Most notable is an antiforfeiture principle, which is a variant of the 
special-scrutiny principle concerning liquidated damages. The antiforfeiture principle 
is codified as follows in Restatement Second of Contracts Section 229: “To the extent 
that the non-occurrence of a condition would cause disproportionate forfeiture, a 
court may excuse the non-occurrence of that condition unless its occurrence was a 
material part of the agreed exchange.” The comment to Section 229 defines forfeiture as 
“the denial of compensation that results when the obligee loses his right to the agreed 

 



BEHAVIORAL ECONOMICS AND CONTRACT LAW   451

exchange after he has relied substantially, as by preparation or performance on the 
expectation of that exchange.” The comment continues:

In determining whether the forfeiture is disproportionate, a court must weigh the 
extent of the forfeiture by the obligee against the importance to the obligor of the 
risk from which he sought to be protected and the degree to which that protection 
will be lost if the non-occurrence of the condition is excused to the extent required 
to prevent forfeiture.

The comment also makes clear that unlike a determination of unconscionability, appli-
cation of the forfeiture principle depends on the actual result of enforcing the express 
condition, rather than on the conduct of the parties at the time the contract is formed. 
Thus, the forfeiture principle is explicitly based on an ex post, second-look approach.

The cases amply support the antiforfeiture principle. For example, in Holiday Inns 
of America, Inc. v. Knight (450 P.2d 42 (1969)), a buyer, B, entered into an option con-
tract with a seller, S, for the purchase of property. The contract provided for an initial 
payment of $10,000 by B and four additional $10,000 payments due on July 1 of each 
successive year. Under the contract, failure to make a payment on or before the speci-
fied date each year would result in cancelation of the option. B made timely payments 
for two years, and also made expenditures that substantially increased the value of the 
optioned property. In the third year, however, S received B’s check on July 2, one day 
late. S returned the check, stating that the option was canceled because the payment 
condition had not been fulfilled. The court refused to enforce the cancelation provision 
on the ground that it would work a forfeiture.

The principle that governs the enforcement of express conditions is very simi-
lar to the principle that governs the review of liquidated-damages provisions. 
Both principles concern sanctions. Both principles allow the courts to override 
bargained-for provisions even in the absence of unconscionability. Both principles 
turn on an ex post, second-look approach. Most importantly, the principle that gov-
erns the excuse of express conditions, like the principle that requires special scrutiny of 
liquidated-damages provisions, is best explained by the limits of cognition. Were it not 
for the limits of cognition, the law should no sooner excuse the imperfect fulfillment of 
an express condition than it should refuse to enforce performance terms that turn out 
to be extremely disadvantageous to one party. However, the limits of cognition operate 
with respect to express conditions in a manner that closely parallels the operation of 
those limits with respect to liquidated-damages provisions.

To begin with, bounded rationality will often limit a party’s full comprehension 
of express conditions. The costs of determining the various ways an express con-
dition may fail to be perfectly fulfilled can be very high, because often at the time of 
contracting a party cannot efficiently conceive of every contingency under which 
nonfulfillment may occur. Indeed, not every contingency may even be practicably con-
ceivable at the time of contracting. Moreover, the benefits of incurring these costs are 
likely to seem dubious to a party who is on the verge of making a contract. Just as a 
liquidated-damages provision bites only if a party fails to perform a promise, so an 
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express condition bites only if it is not fulfilled. Because parties normally expect to ful-
fill conditions, at the time a contract is made the consequences of nonfulfillment will 
seem remote. Accordingly, a party is likely to view the cost of fully deliberating on the 
operation of an express condition as unduly high in light of the significant probability 
that the provision will never come into play. Although parties may give more delibera-
tion to an express condition than to a liquidated-damages provision because the opera-
tion of an express condition is apt to be more specific, parties may also rationally (but 
mistakenly) give express conditions less deliberation because they may be unaware of 
the potentially draconian legal sanctions for immaterial variations from perfect ful-
fillment. Indeed, most parties are probably not aware of either the legal distinction 
between promises and express conditions or of the consequences of that distinction, 
which often present difficult questions even for courts.

Defects in disposition also have a special impact on express conditions. Because 
actors are unduly optimistic, a contracting party is likely to believe that fulfillment of 
an express condition is more likely, and nonfulfillment less likely, than is actually the 
case. Similarly, if a contracting party realized that his imperfect fulfillment of a condi-
tion, however slight, would involve an extremely large loss that was wholly dispropor-
tionate to the significance of the nonfulfillment, because of loss-aversion it is unlikely 
that he would agree to a perfect-fulfillment rule. Finally, like the subjects in Baker and 
Emery’s (1993) study, contracting parties may have an unduly optimistic belief that 
their partners will act fairly and refrain from invoking harsh sections.

Next, defects in capability are likely to discourage parties from focusing on express 
conditions. The availability heuristic is likely to lead a contracting party to give undue 
weight to his present intention to fulfill an express condition, which is vivid and con-
crete, as compared to the possibility that future circumstances may lead to nonfulfill-
ment, which is pallid and abstract. Moreover, the tendency to underestimate risks will 
likely cause a contracting party to underestimate the risk that an express condition will 
not be fulfilled.

It might be argued that even if one party to a contract, A, would be reluctant to agree 
to an express condition if he understood that if the condition was not perfectly fulfilled 
he would face a draconian sanction for immaterial imperfections, B would insist on 
that sanction. That is possible, but unlikely. If both parties fully understand the opera-
tion of the condition, then the price that B must pay for A’s performance will be higher 
than it otherwise would be, to reflect A’s additional risks. Given perfect knowledge by 
both parties, B would probably prefer to pay less, without the power to impose draco-
nian sanctions for immaterial nonfulfillment of a condition, than to pay more, with 
that power.

Because the principle governing the excuse of express conditions to prevent for-
feiture is best justified by the limits of cognition, that principle should be interpreted 
in a manner parallel to the interpretation of the liquidated-damages principle: If, in 
the scenario of imperfect fulfillment that actually occurred, a requirement of perfect 
fulfillment would result in a substantial loss to one party that is significantly out of 
proportion to the interest of the other in perfect fulfillment, then courts should not 
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require perfect fulfillment unless it is established that the parties had a specific and 
well-thought-through intention that perfect fulfillment should be required in a sce-
nario like the one that actually occurred.

6.3 Mutual Mistake

Suppose A and B enter into a contract that is based on a material mistaken assump-
tion, held by both parties, about the outside world. This kind of mistake is known as a 
mutual mistake (or, under the law of England and some other countries, a “common 
mistake”), and often serves to make the contract unenforceable, if it has not been per-
formed, or reversible, if it has been. The difficult question is when and why such a mis-
take should be a basis for relief. The answer lies partly in the limits of cognition, and 
more particularly in the role of tacit assumptions.

Assume first that a shared factual assumption is made explicit in a contract. In that 
case, if the assumption turns out to have been mistaken, normally it should furnish a 
basis for relief as a matter of interpretation. This can be illustrated by a hypothetical 
variations of a leading case, Griffith v. Brymer (19 T.L.R. 434 (K.B. 1903)). Edward VII 
was to be crowned in Westminster Abbey on June 26, 1902, following a coronation pro-
cession from Buckingham Palace to the Abbey (Wladis 1987, 1609–10). Brymer had a 
room that overlooked the proposed route of the procession. On June 24, Griffith entered 
into an oral agreement to take the room for the purpose of viewing the procession, 
at the price of £100, and delivered a check for that amount. Unknown to either party, 
that morning Edward’s physicians had decided that Edward required surgery, and as a 
result the coronation and procession had been postponed. Griffith sued to recover the 
£100. Now assume that the contract had explicitly stated, “This agreement is made on 
the assumption that the coronation and procession are still on as of this moment.” It 
could then be concluded that if the assumption was incorrect, Griffith would recover 
his payment under a relatively straightforward interpretation of the contract.

Against this background, the principle that governs shared mistaken tacit assump-
tions should be, and implicitly is, as follow. A shared mistaken tacit assumption should 
give rise to relief where the assumption would give rise to relief if it had been explicit 
rather than tacit, because a tacit assumption is as real as an explicit assumption, and a 
contracting party should not be penalized for acting in the way most contracting par-
ties do, that is, not making every tacit assumption explicit.

6.4 Unexpected Circumstances

The doctrine of unexpected circumstances, which includes impossibility, impractica-
bility, and frustration, strongly resembles the doctrine of mutual mistake, because it is 
based in significant part on the role of mistaken shared tacit assumptions—although 
the tacit assumptions that figure in mutual-mistake cases concern a present state of 
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the world while the tacit assumptions that figure in unexpected-circumstances cases 
concern an expected state of the world. Consider Krell v. Henry (2 K.B. 740 (1903)), 
another famous coronation case. Krell, who had a flat in London, had left England in 
March 1902. Before he left, Krell instructed his solicitor to let the flat on such terms, and 
for such period, not to exceed six months, as the solicitor thought proper. On June 17, 
Henry noticed an announcement on the exterior of Krell’s flat that windows to over-
look the coronation procession were to be let. Henry then entered into an agreement, 
confirmed in writing on June 20, to take the flat for the days, but not the nights, of June 
26 and 27, for ₤75, and put down ₤25 as a deposit. After the coronation and procession 
were postponed, Henry did not pay the remaining ₤50, and Krell sued for that amount. 
The court held for Henry. In the leading opinion, Lord Justice Vaughan Williams said, 
“I think it cannot reasonably be supposed to have been in the contemplation of the con-
tracting parties when the contract was made, that the coronation would not be held on 
the proclaimed days. . . or along the proclaimed route” (id., p. 750; Wladis 1987, 1618).

Now suppose the agreement in Krell v. Henry had explicitly stated, “This agreement 
is made on the assumption that the coronation procession will take place in six days 
as scheduled.” In that case, an analysis based on unexpected circumstances would 
have been unnecessary. Instead, Henry would have prevailed as a matter of inter-
pretation. In the actual case the relevant assumption was tacit, rather than explicit. 
That should make no difference, for the same reasons it should make no difference in 
mutual-mistake cases.

Loss-aversion also plays a special role in unexpected-circumstances cases. In 
mutual-mistake cases the plaintiff is usually a buyer who finds that because of a mis-
take the value of the commodity he contracted to purchase is not what he reasonably 
expected it to be. In such cases, the buyer stands to lose all of the contract price, but 
no more. To put it differently, in such cases the buyer’s loss, while it may be severe, 
is bounded. In contrast, in unexpected-circumstances cases the plaintiff is usually a 
seller who finds that due to the occurrence of the unexpected circumstances his cost for 
performing the contract is significantly higher than the contract price. In some cases 
the increase is bounded, but in other cases it is not. The reason is that where the seller’s 
cost of performance dramatically and unexpectedly rises above the contract price the 
increase will often be market-wide. In that event, the increase normally will increase 
not only the seller’s cost but also the market value of the contracted-for commodity. 
Therefore, in the absence of judicial relief, the buyer’s expectation damages, based on 
the difference between the contract price and the market price, can rise to a very high 
level that is not bounded by the contract price. In such cases, the seller’s loss is one that 
he almost certainly would not have agreed to ex ante.

Of course, this will not be true if the parties recognize that their assumption is prob-
lematic, if the risk is explicitly or implicitly allocated to the adversely affected party, if 
the assumption is not shared or is evaluative, or if the impact of the unexpected cir-
cumstances is not material. In many cases, however, none of those exceptions is likely 
to apply. For example, in Krell v. Henry we can be pretty confident that (1) actors in 
the positions of the contracting parties would have shared the tacit assumption that 
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the coronation would take place in six days, (2) the contract was made on the basis of 
that assumption, (3) Henry was not assuming the risk that the assumption was incor-
rect—was not gambling, and was not being paid to gamble, on whether the coronation 
would take place, and (4) due to the phenomenon of loss-aversion, the impact on Henry 
of a £150 out-of-pocket loss would be greater than the impact on Krell of a £150 forgone 
anticipated gain.

6.5 Form Contracts

The problems raised by the use of form contracts have been a major preoccupation 
of contract-law scholars for many years. The primary areas of concern have been the 
enforceability of pre-prepared terms and the import of pre-prepared terms in deter-
mining whether a form sent in response to an offer constitutes an acceptance. Both 
concerns rest ultimately on the limits of cognition.

To begin with, most pre-prepared terms are nonperformance terms that relate to the 
future and concern low-probability risks. Accordingly, the cognitive problems associ-
ated with liquidated-damages provisions and express conditions, including bounded 
rationality, unduly optimistic disposition, systematic underestimation of risks, 
and undue weight on the present as compared with the future, apply as well to most 
pre-prepared terms.

Of these, the phenomenon of rational ignorance plays a particularly powerful role. 
Call a party who prepares a form contract a form-giver, and a party who receives a form 
contract a form-taker. Typically, a form-giver offers a package consisting of a physical 
commodity and a form contract that states the terns on which the physical commodity 
is sold. Each part of the package, in turn, consists of a number of subparts: The com-
modity has physical attributes, such as size, shape, and color; the form contract has 
business attributes, such as price and quantity; and legal attributes—essentially, non-
performance terms—such as limitations on remedies.

To make an optimum substantive decision, the form-taker would carefully delib-
erate on all of the form’s legal attributes. Analyzing these attributes, however, would 
often be unduly costly. First, a form contract often contains a very large number of 
legal terms. Form insurance contracts, for example, typically include thirty, forty, or 
more legal terms. Moreover, the meaning and effect of the pre-prepared provisions 
will very often be inaccessible to laypersons. In part, this is because the terms are often 
written in exceedingly technical prose. Even if the terms are written clearly, how-
ever, the form-taker usually will be unable fully to understand their effects, because 
pre-prepared terms characteristically vary the form-taker’s baseline legal rights, and 
most consumers do not know their baseline rights.

Williams v. Walker-Thomas Furniture Co. (350 F.2d 445 (D.C. Cir. 1965)) is a good 
example of both problems. A consumer regularly purchased furniture and home appli-
ances from a seller on installment credit. Each purchase agreement contained the fol-
lowing preprinted provision:
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[T] he amount of each periodical instal1ment payment to be made by [purchaser] 
to the Company under this present lease shall be inclusive of and not in addition 
to the amount of each installment payment to be made by [purchaser} under.  .  . 
prior leases, bills or accounts; and all payments now and hereafter made by {pur-
chaser] shall be credited pro rata on all outstanding leases, bills and accounts due the 
Company by [purchaser} at the time each such payment is made.

The immediate but obscure effect of this provision was that the seller retained title to each 
item purchased under any contract until the buyer finished paying in full for all items 
purchased under all contracts, even though the balance due on any particular item might 
be worked down to a few cents, as indeed it was in Williams (Skilton and Helstad 1967).

The effects of this provision on the buyer’s baseline legal rights were even more 
obscure and undoubtedly were unknown to the buyer. Under this provision, until the 
buyer brought her total unpaid balance to zero, the seller could repossess every item 
purchased under every contract made while a balance was still outstanding, through 
summary process under the replevin statute, thereby circumventing the normal pro-
cess of a full trial. Moreover, by virtue of this provision, no item the buyer purchased 
under any contract with the seller made while a balance was outstanding would fall 
within the protection of statutes exempting defined classes of property from attach-
ment to satisfy a judgment.

Despite the significance of this provision, few laymen would have understood all or 
even any of its implications. Even legal experts often can’t understand the pre-prepared 
items of form contracts. During the oral argument of Gerhardt v. Continental Insurance 
Cos. (224 A.2d 328 (1966)) before the great New Jersey Supreme Court of the time, Chief 
Justice Weintraub looked at the insurance policy at issue and said, “I don’t know what it 
means. I am stumped. They say one thing in big type and in small type they take it away.” 
Justice Haneman added, “I can’t understand half of my insurance policies.” Justice 
Francis said, “I get the impression that insurance companies keep the language of their 
policies deliberately obscure” (New Jersey Court Overrules Small Print in Policy 1969).

The bottom line is simple: The verbal and legal obscurity of pre-prepared terms 
renders the cost of reading and deliberating on these terms exceptionally high. In 
contrast, the low probability of these terms coming into play heavily discounts the 
benefit of reading and deliberation. Furthermore, the length and complexity of form 
contracts is often not correlated to the dollar value of the transaction. Where form 
contracts involve a low dollar value, the cost of thorough reading and deliberation, 
let alone the cost of seeking legal advice about their meaning and effect, will usu-
ally be prohibitive in relation to the benefit. Faced with pre-prepared terms whose 
effect the form-taker knows he will find difficult or impossible to fully understand, 
which involve risks that probably will never mature, which are unlikely to be worth 
the cost of reading and processing, and which probably aren’t subject to revision in 
any event, a rational form-taker will typically decide to remain ignorant of the terms 
(Meyerson 1990).1

1 For more detailed behavioral analysis of standard-form contracts see Becher (2007).
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7 The Third Wave: The Behavior of 
Contracting Parties

The first and second waves of behavioral psychology consist of scholarship that does 
not address contract law as such but does provide reasons why the content of given 
contract-law rules should be a certain way. In contrast, the third wave bears princi-
pally on how contracting actors behave—for example, how contracting actors think 
about sanctions for breach and are incentivized or disincentivized by given types of 
contractual provisions. Some third-wave scholarship, however, indirectly concerns 
the content of contract law—for example, by rebutting central tenets of Chicago 
law-and-economics—and some third-wave scholarship bears more directly on the 
content of contract law. In what follows I will survey some of the central contributions 
to this body of scholarship.2

7.1. The Option Theory of Contracts and the Theory of Efficient 
Breach

Two of the central tenets of Chicago law-and-economics are the option theory of con-
tracts and the theory of efficient breach.

The option theory of contracts is summarized as follows by Joseph Perillo:

Oliver Wendell Holmes’s most notorious statement about contract law was that 
“[t] he duty to keep a contract at common law means a prediction that you must 
pay damages if you do not keep it—and nothing else.” This generally has been 
interpreted to mean that a contracting party has a lawful option to perform or not. 
(Perillo 2000)

(Perillo argues forcefully that Holmes did not in fact hold to the option theory, but 
that is irrelevant for present purposes, since Chicago law-and-economics scholars have 
adopted the theory and believe it stems from Holmes.) The theory of efficient breach, 
which builds on the option theory of contracts, holds that breach of contract is efficient, 
and therefore desirable, if the promisor’s profit from breach, after payment of expecta-
tion damages, will exceed the promisee’s loss from breach. Probably the best-known 
exposition of the theory is that given by Richard Posner in his book Economic Analysis 
of Law. This exposition has changed somewhat over the eight editions of that book. 
Here is the core of the exposition in the first edition:

2 Additional noteworthy contributions include Eigen (2012a, 2012b), Feldman, Schurr, and 
Teichman (2014), Korobkin (1998a, 1998b), Sunder (2012), Teichman (2010), Vanberg (2008), and 
Wilkinson-Ryan (2010, 2011, 2012).
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[I] n some cases a party [to a contract] would be tempted to breach the contract sim-
ply because his profit from breach would exceed his expected profit from comple-
tion of the contract. If his profit from breach would also exceed the expected profit 
to the other party from completion of the contract, and if damages are limited to 
loss of expected profit, there will be an incentive to commit a breach. There should 
be. (Posner 1972, 57)

Although the theory of efficient breach is typically presented in very generalized 
terms, the theory can only be properly understood and evaluated in the context of par-
adigm cases to which it might be meaningfully applied. The most salient of these is the 
resale paradigm. In this paradigm, a seller who has contracted to sell a commodity to a 
buyer breaches the contract in order to sell the commodity to a third party who comes 
along later and offers a higher price. For example, here is the centerpiece illustration of 
the theory of efficient breach in the first edition of Economic Analysis of Law:

I sign a contract to deliver 100,000 custom-ground widgets at $.10 apiece to A, for use 
in his boiler factory. After I have delivered 10,000, B comes to me, explains that he des-
perately needs 25,000 custom-ground widgets at once since otherwise he will be forced 
to close his pianola factory at great cost, and offers me $.15 apiece for 25,000 widgets. 
I sell him the widgets and as a result do not complete timely delivery to A, who sustains 
$1000 in damages from my breach. Having obtained an additional profit of $1250 on 
the sale to B, I am better off even after reimbursing A for his loss. Society is also better 
off. Since B was willing to pay me $.15 per widget, it must mean that each widget was 
worth at least $.15 to him. But it was worth only $.14 to A—$.10, what he paid, plus $.04 
($1000 divided by 25,000), his expected profit. Thus the breach resulted in a transfer of 
the 26,000 widgets from a lower valued to a higher valued use. (Posner 1972, 72)

The theory of efficient breach is defective in a number of respects. For example, the 
theory is based on the premise that the expectation measure makes a promisee indif-
ferent between performance and damages, but that is not the case. Among other 
things, expectation damages are based on the objective value of a promised perfor-
mance rather than on the promisee’s subjective value; the promisee’s damages for its 
losses from breach are often cut off by various rules, such as the principle of Hadley 
v. Baxendale; and under US law expectation damages normally do not include legal 
fees and other costs of litigation.

In addition, both the option theory of contracts and the theory of efficient breach run 
counter to experience and intuition. Take this simple thought experiment: Suppose a 
seller and a buyer have negotiated an agreement under which the seller agrees to sell 
a differentiated commodity to the buyer—say a home to live in or a used machine that 
the buyer will employ as a factor of production. As the parties are about to sign a writ-
ten contract, the seller says, “In all honesty, I should tell you that although I have no 
present intention to breach this contract, neither do I have a present intention to per-
form. If a better offer comes along I will take it and pay you expectation damages. In 
fact, I will begin actively looking for a better offer right after we sign this contract. Let’s 
insert a provision that recognizes that I will do just that.” What would be the buyer’s 
likely response? Under the option theory of contracts and the theory of efficient breach, 
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the buyer would say, “Of course, I expect no more.” Experience and intuition tell us, 
however, that most buyers would be surprised if not shocked by such a statement, and 
would either walk away, insist on an explicit contractual provision stating that the 
seller has a present intent to perform and that any profit on breach and resale will go to 
buyer, or demand a payment in the form of a reduced price for the seller’s right to resell. 
Buyers will react this way because normally one of the very points of a bargain promise 
is to convince the promisee that the promisor will perform.

Third-wave scholarship provides experimental evidence that supplements these 
experiential and intuitive understandings. For example, in an experiment conducted 
by Daphna Lewinsohn-Zamir (with both laypersons and experienced businesspeople 
as subjects) involving a breach of contract, 69 percent of the subjects preferred in-kind 
relief and only 26 percent chose monetary relief. More tellingly,

[A]  Questionnaire. . . depicted a commercial transaction for the purchase of iron 
and presented the buyer with a choice between two contracts. One contract entitled 
the buyer to delivery of the iron in-kind; the other entitled her to either delivery 
in-kind or full expectation damages, and emphasized that the monetary award 
would include not only restitution of the advance payment and compensation for 
any increase in market price, but also compensation for the delay in supplying the 
iron and the inconvenience of purchasing substitute iron.

. . . 74% opted for the contract that required the seller to deliver the iron in-kind 
and 66% of those indicated that they would not agree to sign the other contract, 
even for a discount in the price of the iron. These results were highly statistically 
significant. It seems that people prefer actual performance of contracts even when 
the promised asset is not unique and its value is easily quantifiable. This preference 
was often powerful enough to result in an outright rejection of the second contract, 
even with a discount. Although 34% of those initially choosing the in-kind option 
were willing to switch to the monetary option for a discount in price, 30% of them 
conditioned the switch on an unrealistically high discount, between 20% and 50% 
of the contract price. It is extremely doubtful that a seller would be willing to offer a 
reduction of this magnitude (in addition to full expectation damages) to secure the 
right to sell the iron to another buyer, in the unlikely event that such a buyer would 
appear. (Lewinsohn-Zamir 2013, 178–79)

7.2 Moral Considerations

Another area in which third-wave scholarship rebuts central tenets of Chicago 
law-and-economics concerns the role of moral considerations in the contracting pro-
cess. Chicago law-and-economics either explicitly or implicitly rests on the premise 
that those elements have no role in that process. For example, the option theory of con-
tracts was part of Holmes’s program to exclude moral considerations from contract 
law. Similarly, in Posner’s widgets hypothetical the widget-seller is motivated only by 
money, and no account is taken of the seller’s and buyer’s moral view of breach. This is 
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particularly strange because the rational-actor model assumes that contracting par-
ties aim to maximize their utility, and adherence to moral and other normative factors 
is part of the utility function of many actors. Thus an actor may perform a contract 
to provide a commodity at $X even where a late-coming third party offers more than 
$X, partly because the actor takes morality into effect in making decisions. (This is not 
to say that all actors will do this, or that actors who do this in some cases will do it all 
the time. It is to say that moral and other normative factors are likely to often figure in 
perform-or-breach decisions.)

Although role of moral considerations in the contracting process is clear as a 
matter of experience and intuitions, third-wave scholarship reinforces those by 
experimental evidence. For example, Wilkinson-Ryan and Baron (2009) found 
experimentally that promisees were “more punitive”—that is, thought damages 
should be higher—when the promisor breached to increase her gain than when she 
breached to avoid a loss, and when the promisor breached rather than negotiating a 
termination of the contract. “Our results,” they concluded, “suggest that people are 
quite sensitive to the moral dimensions of contracts” (Wilkinson-Ryan and Baron 
2009, 405; see also Wilkinson-Ryan and Hoffman 2010). Feldman and Teichman 
found experimentally that perform-or-breach decisions were often motivated in 
part by moral considerations (Feldman and Teichman 2011). Lewinsohn-Zamir 
concluded, on the basis of experimental evidence, that for contracting actors 
“outcomes” included not only material gains and loses but also such factors as 
the attitude of the other party in rendering performance or a settlement and 
whether an injurious outcome was brought about intentionally or unintentionally 
(Lewinsohn-Zamir 2012).

7.3 Remedies

Under a basic principle of American contract law, the normal remedy for breach of con-
tract is expectation damages. Two other rules concerning contract remedies reflect that 
principle. Under one rule, specific performance is an extraordinary remedy, which will 
be granted only if damages would not be adequate to protect the expectation interest of 
the injured party (Restatement Second of Contracts Section 359). Under another, puni-
tive damages will be awarded only when a breach is independently a tort (Section 355). 
Both the specific-performance and punitive-damages rules have been called into ques-
tion in modern legal scholarship (Eisenberg 2005), and both rules have been eroding. 
As a result, specific performance is much more freely granted than the rule would sug-
gest (Laycock 1990).

Similarly, many jurisdictions have adopted tests for punitive damages that are more 
expansive than that of Section 355. For example, in Suffolk Sports Center, Inc. v. Belli 
Construction Corp. (212 A.D.2d 241 (N.y. 1995)), a landlord had barricaded the entrances 
to the tenant’s leased sports facilities during a dispute concerning the lease. In approv-
ing punitive damages against the landlord, the court said that punitive damages were 
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available where the breach evinces a “ ‘high degree of moral turpitude’ or is ‘actuated by 
evil and reprehensible motives,’ and demonstrates ‘such wanton dishonesty as to imply 
a criminal indifference to civil obligations’ ” (id., p. 246). In Miller v. Byrne (916 P.2d 
566, 580 (Colo. App. 1995)), the court said that “Punitive damages are available. . . when 
a plaintiff is able to prove beyond a reasonable doubt that the defendant engaged in 
‘willful and wanton’ misconduct. Willful and wanton conduct means conduct pur-
posefully committed which the actor must have realized is dangerous, done heedlessly 
and recklessly, without regard to consequences, or of the rights and safety of others, 
particularly of the plaintiff.”

In practice, punitive damages for breach of contract are not that uncommon. Marc 
Galanter (2001) analyzed data concerning contract litigation including a Bureau of 
Justice Statistics study of contract litigation in 1992 in the seventy-five largest counties 
in the United States, which account for about one-third of the population. That study, 
Galanter reported, found that 12 percent of all winning plaintiffs in jury-tried contracts 
cases were awarded punitive damages (as compared to only 4 percent of winning plain-
tiffs in jury-tried tort cases). Even in judge-tried contracts cases, which outnumbered 
jury-tried cases by two to one, winning plaintiffs in contracts cases were awarded puni-
tive damages 3.6 percent of the time.

Third-wave behavioral scholarship supports both modern approaches. For example, 
recall that Lewinsohn-Zamir found that 69 percent of the subjects in an experiment 
involving a breach of contract preferred in-kind relief to monetary relief even when 
the contract referred to fugible goods (Lewinsohn-Zamir 2013). Similarly, in an experi-
ment by Wilkinson-Ryan and Baron (2009), the subjects believed that where a promi-
sor breached to make a gain, damages should be significantly higher than expectation 
damages. A similar result was reported by Wilkinson-Ryan and Hoffman (2010).

7.4 Critiques

Critiques of scholarship in the first and second waves have generally been uncon-
vincing. (See  chapter 4 by Ulen in this volume). In contrast, some and perhaps much 
third-wave scholarship is subject to three methodological problems.

First, many or most of the third-wave experiments are promisee-centered; that is, 
subjects in the experimental studies were usually asked questions that explicitly or 
implicitly put them in the role of a promisee. Therefore, we don’t know how the sub-
jects would have responded if they had been asked instead, what remedy would be 
efficient and fair? or, If you were the breaching party, what remedy would you believe 
appropriate?

Second, in many or most experiments the subjects were placed in the roles of indi-
viduals who had contracted on their own behalf and therefore would take breach 
personally. A  large amount of contracting activity does indeed involve individuals 
contracting on their own behalf, such as consumers or the owners of small businesses. 
But another large amount of contracting activity involves individuals contracting on 
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behalf of others, such as purchasing agents, salespeople, and corporate managers. With 
limited exceptions, the third-wave experiments don’t show how the experimental sub-
jects would have reacted if they had been placed in representative roles. This omission 
is particularly striking because a representative who makes a contract is unlikely to be 
the person who deals with the fallout from breach. Some experimental findings sug-
gest that people distinguish between individuals and organizations in judging contract 
breaches.

Third, it is very difficult to operationalize the results of many or most third-wave 
experiments. Many of the experiments involve only easy issues, such as how promisees 
feel about breach. They do not consider what negative consequences, if any, would result 
from incorporating those feelings into legal rules. (An exception is Lewinsohn-Zamir 
2013.) For example, increasing the penalties for breach might serve the interests of a 
promisee in a given contractual transaction, but might disserve social interests—and 
even the interests of promisees as a class—by dampening the willingness of actors to 
make contracts. Similarly, although experimental subjects routinely prefer the remedy 
of specific performance, making that remedy routinely available would present a host 
of problems (Eisenberg 2005).

8. Conclusion

As regards contract law, Chicago law-and-economics is a relatively closed and often unre-
alistic system that rests on inaccurate predicates, such as the option theory of contracts 
and the theory of efficient breach, and on premises that purport to be universally applica-
ble but were not, such as rational-actor psychology and the exclusion of morality from con-
tract law. In contrast, behavioral psychology opens up contract law to reality. It explains 
many rules of contract law that Chicago law-and-economics and rational-actor psychol-
ogy cannot explain—such as the special scrutiny of liquidated-damages provisions, the 
forfeiture principle applicable to express conditions, and the treatment of form contracts—
and teaches how these and certain other rules should be applied. At the same time, it leaves 
ample room for analysis and rules based on conventional microeconomics where appro-
priate, or a combination of conventional microeconomics and behavioral economics.
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CHAPTER 18

CONSU M ER T R A NSAC T IONS

OR EN BAR-GILL

1 Introduction

Consumer transactions are ubiquitous. Consumers routinely enter into contracts 
with providers of goods and services—from credit cards and mortgages to cellphones, 
cable TV and Internet services to household appliances and theater and sports events 
to health club and magazine subscriptions, and more.

Consumer transactions differ from the archetypal arm’s-length contract on which 
both classical contract law and neoclassical economics focus. Indeed, a defining fea-
ture of consumer transactions is the imbalance—with respect to both information and 
sophistication—between sellers and buyers. Consumer contracts are not the product 
of negotiations between two parties. Rather, these contracts are unilaterally drafted by 
sellers and mass-marketed to consumers, together with the products and services that 
these sellers offer.

A major concern about consumer contracts is that they include a host of fine-print 
terms, that consumers do not read these fine-print terms, and that sellers hide unfair 
and inefficient terms in the maze of fine print (Hillman and Rachlinski 2002; Korobkin 
2003; Bakos, Marotta-Wurgler and Trossen 2009; Radin 2012). But concern about con-
sumer transactions is not limited to the fine print. Even pricing schemes and other 
seemingly salient dimensions of the consumer transaction are often designed in a way 
that hurts consumers and reduces social welfare. When designing these non-fine-print 
terms, sellers cannot ignore the preferences and perceptions of consumers, even when 
the contract is offered to the consumer on a take-it-or-leave-it basis. If a seller fails 
to offer an attractive product-contract bundle, the consumer would purchase from 
another seller who does.
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The underlying concern is that, even beyond the fine print, imperfectly informed and 
imperfectly rational consumers might fail to fully comprehend the costs and benefits of 
the product or service that they are purchasing. Sophisticated sellers can be expected 
to design their products, prices, and contracts in response to consumer misperception. 
Indeed, the design of consumer transactions can best be viewed as the outcome of an 
interaction between market forces and the psychology of consumers.

The remainder of this chapter is organized as follows. Section 2 conducts a positive, 
or descriptive, analysis of transacting in consumer markets. It shows how the interac-
tion between market forces and consumer psychology results in a behavioral market 
failure. Section 3 explores the welfare implications of the behavioral market failure. 
Section 4 discusses possible legal policy responses. Section 5 offers a brief conclusion.1

2 A Behavioral-Economics Theory of 
Consumer Transactions

There are two sides to the typical consumer transaction: On the demand side, there is an 
imperfectly rational consumer whose purchasing decisions are affected by systematic 
misperceptions.2 On the supply side, there is a sophisticated seller who designs its prod-
ucts, contracts, and prices in response to consumers’ misperceptions.3 The consumer 
transaction, and specifically the design of contracts and prices, can be understood as 
the product of an interaction between consumer psychology and market forces.

Market forces demand that sellers be attentive to consumer psychology. Sellers who 
ignore consumer biases and misperceptions will lose business and forfeit revenue and 
profits. Over time, the sellers who remain in the market, profitably, will be the ones 
who have adapted their contracts and prices to respond, in the most optimal way, to 

1 Important contributions in the burgeoning field of behavioral industrial organization consider 
questions of contract design, albeit with less emphasis on policy implications. For an excellent recent 
textbook that summarizes and synthesizes this important literature, see Spiegler (2011). Spiegler’s text, 
and the economic theory literature that it summarizes, is of foundational importance to many of the 
themes explored in this chapter. Throughout the chapter, I often cite Spiegler, rather than the original 
research papers on which he relies. For an earlier survey of the economics literature, see Ellison (2006).

2 That individual decisionmaking is affected by a myriad of biases and misperceptions is well 
documented, see, e.g., Kahneman, Slovic, and Tversky (1982).

3 Obviously, not all sellers are perfectly rational. Still, many sellers are sufficiently sophisticated to 
identify systematic consumer misperceptions and to design their products, contracts, and prices in 
response to these misperceptions. Alternatively, sellers that happen to offer products, contracts, and 
prices that optimally respond to consumer misperception will thrive in a competitive market at the 
expense of other sellers. As a result, sellers that survive and prosper in the marketplace will behave “as 
if” they are sufficiently sophisticated to identify systematic consumer misperceptions and to design 
their products, contracts, and prices in response to these misperceptions.
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the psychology of their customers. This general argument is developed in section 2.1 
below. In particular, the interaction between consumer psychology and market forces 
results in two common contract design features: complexity and cost deferral. Section 
2.2 describes these features and explains why they appear in many consumer contracts. 
(For an excellent exposition of the economic theory literature on the topics addressed 
in section 2, see Spiegler 2011; Armstrong 2008.)

2.1 Maximizing the Perceived (Net) Benefit from a Transaction

2.1.1 A Behavioral Market Failure

When consumers are perfectly informed and perfectly rational, sellers design their 
products, contracts, and pricing schemes to maximize the net benefit to consumers. 
Otherwise they will lose business.4 Specifically, sellers seek to maximize the actual 
(net) benefits to the consumer, which equals the actual benefit that the consumer gains 
from the product minus the actual price that the consumer pays for the product.

When consumers are imperfectly informed and imperfectly rational and, as a result, 
misperceive benefits and prices, sellers design their products, contracts, and pricing 
schemes to maximize the perceived (net) benefit to consumers, which equals the benefit 
that the consumer thinks she will gain from the product minus the price that the con-
sumer thinks she will pay for the product.

It is not hard to see why products, contracts, and prices that are designed to maxi-
mize the perceived (net) benefit to consumers will generally look very different from 
products, contracts, and prices that are designed to maximize the actual (net) benefit. 
Consider the following example: A consumer is searching for a credit card. The con-
sumer will borrow $1,000 on her credit card in the first year and $1,000 in the second 
year. (Assume, for simplicity, that the size of the credit card debt is independent of the 
interest rate charged, and that there is no time discounting.) The (risk-adjusted) cost of 
funds to the issuer, that is, the cost of providing the credit card loan, is 10% annually. 
For the particular consumer, this translates into a total cost of $200 (= 10% × $1,000 + 
10% × $1,000).

If the consumer is rational and accurately anticipates the extent of borrowing, then 
a credit card issuer, operating in a competitive market, would set an interest rate of 
10% for the first year and the same interest rate, 10%, for the second year. Denote this 
pricing scheme as the (10%, 10%) contract. The (10%, 10%) contract reflects per-period, 
marginal-cost pricing, which will be observed in a competitive market. With this con-
tract, the consumer will pay interest of $100 (= 10% × $1,000) in the first year and $100 
(= 10% × $1,000) in the second year, for a total amount of $200; and the issuer will just 
cover her costs.

4 A monopolist will design efficient products and contracts that maximize the (gross) benefit 
enjoyed by the informed, rational consumer. The monopolist, however, will set higher prices to extract 
much of this benefit.
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But what if the consumer is imperfectly rational? In particular, what if this imper-
fectly rational consumer, while realizing that he will borrow $1,000 in the first year, 
falsely believes (perhaps as a result of overoptimism—see section 2.2.2 below) that he 
will not need to resort to credit card debt in the second year? A sophisticated issuer, 
who understands that the consumer underestimates his second-year borrowing, will 
no longer offer the (10%, 10%) contract. For the imperfectly rational consumer, the (10%, 
10%) contract implies a perceived total interest payment of $100 (= 10% × $1,000 + 10% 
× $0). By altering the contractual design, the issuer can further reduce the perceived 
total interest.

Consider a (5%, 15%) contract, setting a low, 5% interest rate for the first year and a 
high, 15% interest rate for the second year. The issuer still covers her costs of $200 (= 5% 
× $1,000 + 15% × $1,000). And the consumer perceives a lower total interest payment of 
$50 (= 5% × $1,000 + 15% × $0). The altered contract design reduces the perceived total 
price (or, equivalently, increases the perceived net benefit) of the loan, in the eyes of 
the imperfectly rational consumer. Sophisticated issuers will understand this and offer 
the (5%, 15%) contract, instead of the (10%, 10%) contract. Indeed, teaser rate contracts, 
with low interest rates for an initial, introductory period and higher long-term rates, 
are common in the credit card market.

Before we proceed further, the relationship between imperfect information and 
imperfect rationality should be clarified. Rational-choice theory allows for imperfect 
information. A divergence between perceived benefits and prices on the one hand and 
actual benefits and prices on the other is also possible in a rational-choice framework 
with imperfectly informed consumers. The focus here, however, is on systemic under- 
and overestimation of benefits and prices. Perfectly rational consumers will not have 
systemically biased beliefs; imperfectly rational consumers will. The main difference is 
in how perfectly and imperfectly rational consumers deal with imperfect information. 
Rational-choice decision-making provides tools for effectively coping with imperfect 
information. These tools are not used by the imperfectly rational consumer. Instead, he 
relies on heuristics or cognitive rules-of-thumb, which result in predictable, systemic 
biases and misperceptions. Moreover, while the perfectly rational consumer realizes 
that she is imperfectly informed, the imperfectly rational consumer might be blissfully 
unaware of the extent of his ignorance.

2.1.2 The Role of Competition
Sophisticated sellers design the consumer transaction in response to the cognitive 
biases and misperceptions of their customers. As we will see, when contract design 
responds to consumer psychology rather than sellers’ cost structure, the resulting dis-
tortions reduce welfare and hurt consumers. Can enhanced competition ameliorate, or 
mitigate, this behavioral market failure?

The first-cut answer is no. Continuing with the credit card example, consider two 
competing issuers—a high-road issuer and a low-road issuer. The high-road issuer 
does not exploit the cognitive biases of its customers. It thus offers the (10%, 10%) 
contract. The low-road issuer, on the other hand, has no qualms about exploiting the 
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cognitive biases of its customers. It thus offers the (5%, 15%) contract, which, in the 
eyes of the biased consumer, appears to be more attractive. If many consumers are 
imperfectly rational, the high-road seller will lose out to the low-road seller. These 
consumers will flock to the low-road seller and the high-road seller will go out of 
business.

Competition does not solve the behavioral market failure. The reason is straight-
forward: Competition forces sellers to maximize the perceived (net) consumer benefit. 
When consumers accurately perceive their benefits, competition will help consumers. 
But when consumers are imperfectly rational, competition will maximize the per-
ceived (net) benefit at the expense of the actual (net) benefit. Focusing on price: When 
consumers are perfectly rational, sellers compete by offering a lower price. When con-
sumers are imperfectly rational, sellers compete by designing pricing schemes that cre-
ate an appearance of a lower price. The underlying problem is on the demand side of the 
market: imperfectly rational consumers generate biased demand. Competition forces 
sellers to cater to this biased demand.

Modern, neoclassical economics recognizes that even perfectly competitive markets 
can fail, because of externalities and asymmetric information. Behavioral economics 
adds a third cause for market failure: misperception and bias. This behavioral market 
failure is a direct extension of the imperfect information problem. Rational consum-
ers form unbiased estimates of imperfectly known values. Faced with similarly limited 
information, imperfectly rational consumers form biased estimates. Unbiased esti-
mates can cause market failure; biased estimates can cause market failure.

2.1.3 Market Correction
The preceding analysis takes consumers’ biases and misperceptions as exogenously 
given. With exogenous biases and misperceptions, competition does not ameliorate the 
behavioral market failure. Indeed, competition forces sellers to exploit the cognitive 
biases of their customers. But perceptions and misperceptions can be endogenous. In 
particular, sellers can influence consumer perceptions, for example, through market-
ing. With endogenous perceptions, sellers, operating in a competitive market, might 
try to exacerbate biases that increase the perceived benefit and reduce the perceived 
price of their products (see, e.g., Glaeser 2004). But sellers may also offer superior, yet 
underappreciated products and contracts and try to compete by educating consumers 
and fighting misperception (see, e.g., Gillette 2004).

It is not clear a priori whether sellers will compete by exacerbating consumer biases 
(or simply taking them as given) or by trying to fight these biases. There are, however, 
several forces working against the more optimistic bias-correction alternative: First, 
bias-correction suffers from a collective-action problem. If seller A succeeds in edu-
cating consumers about the risks of a certain contract design, and the benefits of its 
alternative design, then other sellers will copy seller A’s design and compete away any 
profit that seller A could have made. Anticipating such copying, and loss of profit, seller 
A would be reluctant to invest the substantial resources needed to educate consumers 
(Beales, Craswell, and Salop 1981).
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In some markets, the collective-action problem is avoided by a first-mover advan-
tage, which would enable seller A to earn sufficient profits, before other sellers can copy, 
to make the initial investment in consumer education worthwhile. Unfortunately, 
seller A is unlikely to enjoy a large first-mover advantage with contract design innova-
tions. To replicate an improvement in a physical product, competitors need to reconfig-
ure assembly lines. This takes time. To replicate a contract-design innovation, however, 
competitors only need to type and print, or upload on a website, a new contract.

Copying by competing sellers can prevent bias-correction, as it reduces the profit 
that seller A can expect to make from consumer education. In other cases, the profit 
from consumer education is small, even in the absence of copying. Consider cases 
where consumer misperception is not about a product attribute (e.g., a certain con-
tract design), but rather about product use, that is, about how the consumer will use 
the product. Recall, in the credit card example, the consumer thought that she would 
use the credit card to borrow only in the first year, while in fact she used it to borrow in 
both the first and second years.

Seller A has a stronger incentive to correct product attribute mistakes, since the edu-
cated consumers will be attracted to seller A’s superior product, at least until other sell-
ers copy. Seller A has a weaker incentive to correct product use mistakes. A consumer 
who learns that she will in fact borrow in both periods might as well get a credit card 
from a competing seller. Product attribute information is seller-specific, and so the 
seller who discloses this information, or educates consumers about this information, 
will enjoy a competitive advantage. Product use information, on the other hand, is con-
sumer-specific, and so the disclosing seller enjoys no competitive advantage (Bar-Gill 
and Board 2012).

yet another force reduces sellers’ incentives to educate consumers in markets with 
add-on products. Think of a hotel that, in addition to the basic room rate, charges for 
add-ons like wireless Internet, room service, and pay-per-view TV. If imperfectly ratio-
nal consumers, when searching for a hotel, do not focus on the add-ons, sellers will set 
a lower price for the room and high prices for the add-ons. Now consider a high-road 
hotel that invests in educating consumers about the importance of add-ons. Some of 
the newly educated consumers may choose the high-road hotel with the higher room 
rates and lower add-on prices. But others will still prefer the low-road competitor with 
the low room rates; they will use their newfound knowledge about add-ons to plan 
ahead and avoid the high add-on prices—by eating at a local restaurant, rather than 
ordering room service, or by watching a movie on their tablet rather than on the hotel 
TV. As a result, the high-road hotel might not find it worthwhile to educate consumers 
about add-on prices. (See Gabaix and Laibson 2006.)

To sum up, sellers, operating in a competitive market, may choose a bias-correction 
strategy in certain cases. In many other cases, however, they will choose a 
bias-exploiting strategy. We cannot always count on competition to ameliorate the 
behavioral market failure.

Before moving on, another market correction force—or set of market correction 
forces—should be mentioned. Consumers, even imperfectly rational consumers, learn 
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from their mistakes, and from the mistakes of others. Such learning could, in princi-
ple, solve the behavioral market failure or, at least, mitigate it. Expert advice and seller 
reputation can further facilitate mistake correction. While clearly valuable, these mar-
ket solutions are imperfect. Learning occurs more quickly in some contexts, but less 
quickly in others. And when the harm is substantial, for example, when a consumer’s 
home is foreclosed because she failed to fully understand the terms of her mortgage, 
learning may come too late. Expert advice can be helpful, but such advice is not always 
sought out and it is not always reliable. And reputation depends on the effective and 
accurate flow of information among consumers, which sometimes occurs, but not 
always. In many consumer markets, consumer misperception will persist and sell-
ers will continue to design their products, contracts, and prices in response to these 
misperceptions. (See Bar-Gill 2012 and references cited therein.)

2.2 Common Contract Design Features

Sellers design consumer transactions—products, contracts, and prices—in response to 
the imperfect rationality of their customers. This behavioral market failure manifests 
in two common contract design features: complexity and deferred costs. (Complexity 
and deferred costs are also recurring themes in theoretical models of industrial orga-
nization with imperfectly rational consumers—see Spiegler 2011, ch. 12; see also 
Armstrong 2008.)

2.2.1 Complexity
Consumer contracts are complex! Just look at your credit card contract, cell phone 
contract, mortgage contract, checking account contract, insurance contract, and so 
on. There is a heap of fine print, full of technical legal language, contributing to this 
complexity. Moreover, substantial complexity is observed on the non-fine-print terms, 
most prominently the contract price. The pricing, in many consumer transactions, is 
multidimensional and complex. Credit cards come with many different interest rates 
and fees, calculated using complex formulas. The same is true for mortgage contracts, 
especially if one considers the subprime mortgages that contributed to the economic 
crises of 2008. Cell phone pricing is also notoriously complex, and there are many other 
examples.

There are efficiency justifications for multidimensional pricing. Compare a simple 
credit card contract with only an annual fee and a basic interest rate for purchases to a 
complex credit card contract that, on top of these two price dimensions, adds a default 
interest rate, a late fee, and a cash advance fee. The complex card facilitates risk-based 
pricing and tailoring of optional services to heterogeneous consumer needs. The 
default interest rate and the late fee allow the issuer to increase the price for consumers 
who, after the initial contract is entered into, reveal themselves to be higher-risk bor-
rowers, for example, by paying late. Such efficient risk-based pricing is impossible with 
the simple card. The single interest rate design does not allow for price adjustments 
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in response to new information about borrower risk, resulting in cross-subsidization 
of high-risk consumers by low-risk consumers. Similarly, the cash advance fee allows 
the issuer to charge separately for cash-advance services, which benefit some consum-
ers but not others. Such tailoring of optional services is impossible with the simple 
card. An issuer using the simple contract design will set a higher annual fee, to cover 
the cost of providing cash-advance services, and, as a result, consumers who use the 
cash-advance feature will be cross-subsidized by those who do not. (See, e.g., Bar-Gill 
and Bubb 2012.)

These efficiency benefits explain some of the complexity and multidimensionality 
observed in consumer contracts. But they cannot explain all of the staggering complex-
ity that consumers face. There is another, behavioral explanation. Complexity hides the 
true cost of the product from the imperfectly rational consumer. A rational consumer 
navigates complexity with ease. She assesses the probability of triggering each rate, fee, 
and penalty and calculates the expected cost associated with each price dimension. The 
rational consumer may have imperfect information, but she will form unbiased esti-
mates given the information that she chose to collect. Accordingly, each price dimen-
sion will be afforded the appropriate weight in the overall evaluation of the product.

The imperfectly rational consumer, on the other hand, is incapable of such an accu-
rate assessment. He is unable to calculate prices that are not directly specified. Even if 
he could perform this calculation, he would be unable to simultaneously consider mul-
tiple price dimensions. And even if he could recall all the price dimensions, he would 
be unable to calculate the impact of these prices on the total cost of the product. The 
imperfectly rational borrower deals with complexity by ignoring it. He simplifies his 
decision problem by overlooking nonsalient price dimensions (see Thaler 1999). And he 
approximates, rather than calculates, the impact of the salient dimensions that cannot 
be ignored. In particular, limited attention and limited memory result in the exclusion 
of certain price dimensions from consideration. Limited processing ability prevents 
borrowers from accurately aggregating the different price components into a single, 
total expected price that would serve as the basis for choosing the optimal product. 
While the rational consumer is unfazed by complexity, the imperfectly rational con-
sumer might be misled by complexity. (See Bar-Gill 2012; Korobkin 2003.)

As explained above, when consumers are imperfectly rational, sellers design con-
tracts in response to systematic biases and misperceptions. In particular, they reduce 
the total price as perceived by consumers by increasing nonsalient prices and decreas-
ing salient prices. This strategy depends on the existence of nonsalient prices. In a 
simple contract, the one or two price dimensions will generally be salient. Only a com-
plex contract will have both salient and nonsalient price dimensions. Complexity thus 
serves as a tool for reducing the perceived total price.

Back to the nonprice, legal terms:  Sellers often include a long list of fine-print 
terms in their consumer contracts. Common examples include arbitration clauses, 
forum selection clauses, choice of law clauses, and liability waivers. These all add 
to the complexity of the consumer contract. Consumers do not read the fine print 
(Bakos, Marotta-Wurgler, and Trossen 2009). And since these terms are unlikely to 
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be salient to many consumers, they will often be proseller. (But see Marotta-Wurgler 
2007a, 2007b.) One type of legal term deserves special mention: the unilateral change 
clause. This term allows, or at least purports to allow, the seller to modify the con-
tract unilaterally at any time and for any reason. (Sellers may be able to modify their 
contracts, in an effectively unilateral way, even without an explicit unilateral change 
clause.) The ability to change terms further increases the complexity of the consumer 
transaction. The concern, of course, is that these changes will often be proseller and 
that imperfectly rational consumers, when entering the transaction, will underesti-
mate the potentially adverse implications of future changes in terms (Bar-Gill and 
Davis 2010).

A clarification is in order. In theory, an incomplete understanding of complex con-
tracts is consistent with rational-choice theory. Facing a complex contract, a ratio-
nal consumer would have to spend time reading the contract and deciphering its 
meaning. If the cost of attaining perfect information and perfect understanding of 
the contract is high, the rational borrower would stop short of this theoretical ideal. 
Imperfect rationality can be viewed as yet another cost of attaining more informa-
tion and better understanding. When this cost component is added, the total cost of 
becoming informed goes up, and thus the consumer will end up with less informa-
tion and a less complete understanding of the contract. Imperfect rationality, how-
ever, is not simply another cost component. A rational consumer who decides not 
to invest in reading and deciphering certain contractual provisions will not assume 
that these provisions are favorable to her. In fact, she will recognize that unread pro-
visions will generally be proseller. In contrast, an imperfectly rational consumer 
will completely ignore the unread or forgotten terms or naively assume that they are 
favorable to him. Accordingly, a complex, unread term or a hidden fee would lead an 
imperfectly rational consumer—but not a rational consumer—to underestimate the 
total cost of the product. As a result, the incentive to increase complexity and hide 
fees will be stronger in a market with imperfectly rational consumers. The behav-
ioral economics theory of contract design is an imperfect-rationality theory, not an 
imperfect-information theory.

2.2.2 Deferred Costs
Nonsalient price dimensions and prices that impose underestimated costs create 
opportunities for sellers to reduce the perceived total price of their product. What 
makes a price nonsalient? What leads consumers to underestimate the cost asso-
ciated with a certain price dimension? While there is no simple answer to these 
questions, there is one factor that exerts substantial influence on salience and 
perception—time.

The basic claim is that, in many cases, noncontingent, short-run costs are accurately 
perceived, while contingent, long-run costs are underestimated. Take the credit card 
example: an annual fee is to be paid for certain and soon. This cost will figure promi-
nently, when the consumer chooses among competing cards. A late fee is to be paid 
in the future and only if the consumer makes a late payment. This cost will often be 
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underestimated by the consumer. It is less likely to affect card choice.5 If costs in the 
present are accurately perceived and future costs are underestimated, market forces 
will produce deferred-cost contracts.

Many fine-print, legal terms are also examples of cost deferral. These terms often 
address future breach contingencies. Liability waivers fall into this category, as do dis-
pute resolution terms, like arbitration clauses and choice of law provisions. Consumers 
who underestimate the probability of breach will underestimate the importance of 
these terms. The unilateral change clause is similarly forward looking. Consumers who 
underestimate the incidence of contingencies that might trigger a change of terms will 
also underestimate the cost that a unilateral change clause imposes on them.

The importance of the temporal dimension of price and cost can often be traced back 
to two underlying forces: myopia and overoptimism. Myopic consumers care more about 
the present and not enough about the future. People are impatient—they prefer immedi-
ate benefits, even at the expense of future costs (see, e.g., Loewenstein and O’Donoghue 
2004; O’Donoghue and Rabin 1999). Myopia is attributed to the triumph of the affective 
system, which is driven primarily by short-term payoffs, over the deliberative system, 
which cares about both short-term and longer-term payoffs. This understanding of myo-
pia, and of intertemporal choice more generally, is consistent with findings from neuro-
science (see Loewenstein and O’Donoghue 2004; McClure et al. 2004).

In addition, future costs are often underestimated, because consumers are overop-
timistic. The prevalence of the optimism bias has been confirmed in multiple studies 
(see, e.g., Weinstein 1980; Svenson 1981; see also  chapter 13 by Williams in this volume). 
Optimistic consumers tend to underestimate the probability of triggering contingent, 
future costs. They underestimate the likelihood that the contingency will material-
ize. For example, an optimistic cardholder might underestimate the probability of 
making a late payment, leading her to underestimate the importance of the late fee. 
Similarly, when mortgage contracts set low introductory interest rates coupled with 
high long-term rates, overoptimism may cause the consumer to underestimate the 
importance of the high long-term interest rates. The optimist might overestimate the 
probability of exiting the mortgage contract before the high rates kick in, by selling 
the house or refinancing the mortgage, because she underestimates the probability that 
falling real estate prices will make it difficult to sell or refinance.

A sophisticated seller facing imperfectly rational consumers will seek to reduce the 
perceived total price of her product without reducing the actual total price that con-
sumers pay. When consumers are myopic or optimistic, this wedge between perceived 
and actual prices can be achieved by backloading costs onto long-term price dimen-
sions. The result is deferred-cost contracts.

5 Even late fees are becoming salient, as evidenced by recent ads that emphasize the no–late-fee 
feature of certain card products. See, e.g., Citi’s Simplicity Card and Discover’s It Card. For a more 
comprehensive analysis of the dynamics of salience in the credit card market, see Bar-Gill (2012, ch. 2).
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3 Welfare Implications

Consumer markets often suffer from a behavioral market failure. What are the welfare 
implications of this market failure? Specifically, what are the consequences of complex-
ity and deferred costs—when responding to imperfect rationality—for consumers and 
for efficiency?

3.1 Hindered Competition

The excessive complexity of many consumer contracts hurts competition to the detri-
ment of consumers and the economy at large. For competition to work well, consum-
ers must be able to compare the benefits and costs of different products and choose 
the one that provides the best value, given the consumer’s tastes and needs. Gathering 
information on competing products is costly, and complexity—of the product or con-
tract—increases this cost. When the cost of collecting information goes up, the con-
sumer will collect less information. This is true for the rational consumer. It is even 
more true for the imperfectly rational consumer, who might be effectively paralyzed by 
the complexity.

Less information, and less comparison shopping, imply weaker competition. Sellers 
gain market power, increasing profits at the expense of consumers. Limited compe-
tition also imposes a welfare cost in the form of inefficient allocation, as consumers 
are not matched with the most efficient seller. (A series of recent papers in industrial 
organization argue that firms introduce spurious complexity into tariff structures and 
by doing so inhibit competition and reduce welfare. See, e.g., Ellison 2005; Gabaix and 
Laibson 2006; Spiegler 2006; Ellison and Ellison 2009. For a discussion of additional 
welfare implications of complex contracts, see Gilo and Porat 2006.)

3.2 Distorted Competition

Complexity weakens the forces of competition. But even if sellers vigorously competed 
for consumers, biases and misperceptions on the demand side of the market would 
distort these competitive efforts, leading to suboptimal outcomes for consumers and 
reducing social welfare. As explained above, sellers try to maximize the perceived net 
benefit of their products in the eyes of consumers. When consumer perceptions are 
biased, the products, contracts, and prices that maximize the perceived net benefit are 
different from those that maximize the actual net benefit. The result is a distorted con-
tract design, with excessive complexity and deferred costs.

Focusing on price, sellers facing rational consumers will try to minimize the total 
price of their product. Competition would operate on the total-price level. Imperfectly 
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rational consumers, on the other hand, choose products based on a few salient price 
dimensions. Competition will thus focus on those salient prices, driving them down, 
while nonsalient prices, free from competitive pressure, increase. And when salience 
is a function of time—when short-term prices are salient and long-term prices are 
not—competition will drive short-term prices below cost, with sellers recouping losses 
through high long-term prices.

Such pricing entails two types of efficiency costs. First, product-use decisions will 
be distorted. Prices affect product-use decisions. A high late fee deters late payments. 
A low introductory interest rate induces borrowing during the introductory period. 
Optimal pricing provides accurate incentives: With an optimal late fee, consumers 
will pay late if and only if the benefit of paying late outweighs the cost of late payment 
(including the added risk implied by late payment) to the issuer. With an optimal inter-
est rate, consumers will borrow if and only if the benefit from borrowing outweighs the 
issuer’s cost of providing credit. Optimal price tracks the seller’s cost so that consumers 
pay the price and use the product only when the benefit to them outweighs the seller’s 
cost.

Second, salience-based pricing distorts product choice: Sellers reduce salient prices 
and increase nonsalient prices in order to minimize the total price as perceived by the 
imperfectly rational consumer. Since the perceived total price will be lower than the 
actual total price, biased consumers may well choose a product that costs more than it 
is worth to them. The result is inefficient allocation.

This inefficiency exists even with optimal pricing. Here, the nonsalient price 
dimensions will be ignored or underestimated, reducing the perceived total price. 
Distorted contract design exacerbates the problem by backloading more of the total 
price onto the nonsalient, underestimated dimensions. The gap between actual 
total price and perceived total price increases, as does the number of consumers 
who purchase products that reduce their welfare. Bias and misperception result 
in artificially inflated demand. Distorted contract design adds air to the demand 
balloon.

3.3 Distributional Concerns

The distributional implications of complexity and deferred costs are, in large part, 
market specific. Still, a few general observations can be made: Excessive complexity 
imposes a larger burden on less sophisticated consumers and on financially weaker 
consumers who cannot hire advisers to help them navigate the complexity of products 
and contracts. Thus, complexity has a regressive distributional effect.

As for deferred costs: Distorted pricing—specifically, low salient or short-term prices 
and high nonsalient or long-term prices—shifts the burden to the group of consumers 
who are more likely to pay the high, nonsalient prices. In some cases, such as when 
the nonsalient prices are default or penalty prices (late fees and default interest rates, 

 



CONSUMER TRANSACTIONS   477

for instance), weaker consumers are more likely to shoulder the burden of the high, 
nonsalient prices. In these cases, the deferred-cost feature will have a regressive distri-
butional effect.

4 Policy Implications

The identification of a market failure—the behavioral market failure—that results 
in possibly substantial welfare costs opens the door for considering the potential 
role of legal policy. What can the law do to help consumers and enhance efficiency? 
Several main legal tools or regulatory techniques are discussed below—starting with 
hard paternalistic policies, in section 4.1, and then focusing on soft paternalistic poli-
cies in the remaining sections—disclosure regulation in section 4.2, default rules and 
safe harbors in section 4.3, and the right to withdraw from the transaction in section 
4.4. (On the range of policy choices, and their normative evaluation, see  chapter 28 by 
Sunstein in this volume; Sunstein, 2013; Bar-Gill and Ben-Shahar 2013.)

4.1 Mandatory Rules

When a feature of a consumer transaction—a feature designed in response to bias 
or misperception—is found to hurt consumers and reduce social welfare, a natural 
response would be to ban the feature, that is, to prohibit sellers from using the spe-
cific contract term or practice. There are many examples of such prohibitions—limits 
on late fees in the credit card market, restrictions on prepayment penalties in the 
mortgage market, restrictions on early termination fees in the cell phone market, 
and more.6

In some cases legislators and regulators impose specific bans, targeting particular 
contract terms and practices in specific markets. In other cases, courts and agencies 
use vague standards—from general legislation or from the common law—to strike 
down different terms and practices across different markets.7

6 The Credit Card Accountability, Responsibility and Disclosure Act of 2009 (CARD Act) bans 
certain payment allocation methods used by card issuers and restricts the magnitudes of certain 
fees. The use of prepayment penalties has been substantially curtailed by the Dodd-Frank Wall Street 
Reform and Consumer Protection Act of 2010. Some courts have stricken early termination fees in cell 
phone contracts. See In re Cellphone Termination Fee Cases, 193 Cal App 4th 298, 122 Cal Rptr 3d 726 
(2011), rehg denied (Mar. 24, 2011), review denied (June 15, 2011), cert denied, 132 S Ct 555, 181 L Ed 2d 397 
(2011).

7 The restrictions imposed by the CARD Act and by the Dodd-Frank Act are examples of specific 
bans targeting particular terms and practices. The Cellphone Termination Fee cases provide an 
example where a vague standard was used to police consumer contracts. Other examples of courts 
using vague standards include the use of the unconscionability doctrine to strike down certain 
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These bans and prohibitions are examples of hard paternalism. While often effec-
tive in eliminating the targeted term or practice, hard paternalism comes at a price. 
Consumers are heterogeneous, with different needs and preferences and with different 
degrees of sophistication. A practice that harms one, less sophisticated consumer may 
benefit another, more sophisticated consumer. For instance, high late fees might harm 
less sophisticated consumers who underestimate the impact of these fees. At the same 
time, these fees can enhance efficiency—by facilitating risk-based pricing—and thus 
benefit other, more sophisticated consumers. (See, e.g., Bar-Gill and Bubb 2012.)

This cost of hard paternalism raises two questions. First, can we be certain that the 
cost of the legal intervention does not exceed the benefit from the intervention? In 
many cases, lawmakers will not have sufficient information to conduct the necessary 
cost-benefit analysis.8 Second, even if the benefit clearly exceeds the cost, is it necessary 
to bear the cost? In other words, is there an alternative mode of legal intervention that 
can secure the same (or similar) benefit at a lower cost? The next sections explore such 
alternative modes of legal intervention, which collectively fall under the heading of 
“soft paternalism.” These regulatory techniques aim to minimize any interference with 
consumer autonomy and market forces. They strive to help the less sophisticated con-
sumer, while imposing minimal costs on the more sophisticated consumer. (See Thaler 
and Sunstein 2008; Sunstein and Thaler 2003; Thaler and Sunstein 2003; Camerer et al. 
2003.)

4.2 Disclosure Regulation

One of the central tools in the soft paternalism arsenal is disclosure regulation.9 By 
requiring sellers to disclose information, the lawmaker can enhance consumer auton-
omy and facilitate the operation of market forces. The uninformed, less sophisticated 
consumer benefits, while the more sophisticated consumer is not harmed.10 Disclosure 

one-sided arbitration clauses in credit card contracts. (See Discover Bank v. Superior Court, 30 Cal.
Rptr.3d 76 (2005); but see AT&T Mobility v. Concepcion, 563 U.S. 321 (2011), overruling Discover 
Bank.) The Federal Trade Commission has invoked its authority under Section 5 of the Federal Trade 
Commission Act to ban a series of practices that it deemed unfair and/or deceptive. And courts have 
used state-level Unfair and Deceptive Acts and Practices statutes to attack a broad range of terms 
and practices. Russell Korobkin argued that unconscionability doctrine—another vague standard—
should be used to address the market failure caused by consumers’ imperfect rationality (Korobkin 
2003).

8 An imperfectly informed lawmaker could still produce estimates of the costs and benefits of 
the legal intervention and decide to intervene if the benefit estimate exceeds the cost estimate. The 
lawmaker will recognize, however, that there is a positive probability that her estimates are inaccurate 
and that the true cost exceeds the true benefit, such that the legal intervention results in a net welfare 
loss, from an ex post perspective.

9 Some commentators view disclosure mandates as not paternalistic at all (rather than “softly” 
paternalistic). yet disclosure mandates can be more paternalistic than they appear. See Bar-Gill (2012).

10 There could be some indirect harm, as sellers pass on some of the cost of compliance with the 
disclosure mandates to consumers through higher prices.
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mandates can be an effective response to imperfect information when consumers are 
perfectly rational. Disclosure regulation can be similarly important, and perhaps even 
more important, when consumers are imperfectly rational. Moreover, the optimal 
design of disclosure mandates must take into account the imperfect rationality of con-
sumers, as detailed below.11

4.2.1 Two Categories of Information
When designing disclosure mandates, lawmakers should consider what type of infor-
mation sellers should disclose. It is useful to distinguish between product-attribute 
information and product-use information. Product-attribute information includes 
information on what the product is and what it does: product features, contract terms, 
and price terms. Product-use information includes information on how the consumer 
will use the product, for example, will the consumer talk more or less on her cell phone, 
how much will the consumer borrow on his credit card, and so on. Product use depends 
on product attributes (e.g., consumers will borrow less on their credit card when the 
interest rate is higher), but it also depends on the consumer’s needs and preferences. As 
a general matter, both types of information are important; they are both necessary if 
the consumer is to make optimal decisions about product choice and product use.

4.2.2 Disclosing Product-Attribute Information
Disclosure mandates have traditionally focused on product-attribute information 
(Bar-Gill and Ferrari 2010). Sellers have better product-attribute information and, 
thus, it makes sense to require that they disclose this information to consumers. Such 
disclosure would reduce the problem of information asymmetry and enhance market 
efficiency. In certain contexts, disclosure mandates have been shown to be effective. 
Specifically, evidence suggests that the APR disclosure has been successful, at least to 
some extent, in the credit card and mortgage markets (Bar-Gill 2012).

But in many other contexts mandatory disclosure of product-attribute information 
has not produced any tangible benefits. The disclosures are often too long and too com-
plicated to be digested by the average, imperfectly rational consumer. Moreover, since 
disclosure mandates have been the favorite regulatory tool across multiple markets, 
the information overload problem far exceeds what could be attributed to any single 
disclosure form. (See Ben-Shahar and Schneider 2014 and the references cited therein; 
Marotta-Wurgler 2011.)

11 The theory of optimal disclosure design is still not well developed. Most disclosure mandates are 
issued without any attempt to devise optimal disclosure forms in a scientific manner. In recent years, 
such regulators as the Federal Trade Commission, the Federal Reserve Board, and the Consumer 
Financial Protection Bureau have begun to employ consumer-testing methods to identify more 
effective disclosure forms. See Bar-Gill 2012, chs. 2 and 3. See also Sunstein (2010, p. 5) (emphasizing 
the importance of testing). Scholars have also begun to consider the question of optimal disclosure 
design. See, e.g., Craswell (2006).
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4.2.3 Disclosing Product-Use Information

Disclosure mandates have, by and large, ignored product-use information. The implicit 
assumption is that consumers have better information about their own use patterns 
and thus it makes no sense to mandate disclosure of product-use information by sell-
ers. This assumption, while valid in many consumer markets, fails in other important 
markets. In particular, this assumption fails in service markets, like the credit card 
and cell phone markets, where sellers maintain long-term relationships with their cus-
tomers and collect large amounts of use information on each individual customer (see 
MacDonald 2007; Grubb 2009). In theory, consumers have all the use information that 
sellers have, but in practice consumers do not store, and do not remember, information 
on their past use. Sellers, on the other hand, store the information in large databases 
and analyze it using sophisticated algorithms (see Bar-Gill 2012). Accordingly, it may 
well make sense to require disclosure of product-use information. Indeed, evidence 
that consumers often do not have accurate perceptions about their use patterns, and 
that such misperceptions distort both product choice and product-use decisions, pro-
vides further impetus for mandating disclosure of product-use information (see Grubb 
2009; Bar-Gill and Stone 2012).

There is another reason why lawmakers should consider mandating the disclosure of 
product-use information: sellers are less likely to voluntarily disclose such information. 
Sellers will often voluntarily disclose product-attribute information. Product-attribute 
information is, in many cases, seller-specific. A high-quality seller that discloses the 
superior attributes of her product will gain a competitive advantage. Standard unrav-
eling results imply that much product attribute information will be voluntarily dis-
closed by sellers (see Grossman and Hart 1980; Grossman 1981; Milgrom 2008). The 
same is not true about product use information. While product-attribute information 
is seller-specific, product-use information is generally consumer-specific. Accordingly, 
a seller does not gain a competitive advantage by disclosing product-use information. 
If a cellphone company tells a customer exactly how much she uses her cell phone, the 
newly informed customer can purchase a plan that matches her use patterns from a 
competing seller. Since voluntary disclosure is less reliable in this context, it is more 
important to mandate the disclosure of product-use information (see Bar-Gill and 
Board 2012).

Product-use information can be disclosed at different levels. Ideally, individual use 
information should be disclosed. This is possible in service markets, like the credit card 
and cell phone markets, where sellers have long-term relationships with their custom-
ers and monitor the use-patterns of individual customers. In other markets, statisti-
cal use-pattern information can be disclosed. Specifically, sellers can disclose the use 
patterns of the average consumer (or the average consumer in a certain demographic 
subgroup). For instance, health clubs could disclose the average per-visit price of con-
sumers who purchase an annual membership. Such a disclosure might lead some 
consumers to forgo the annual membership and choose a pay-as-you-go plan (see 
DellaVigna and Malmendier 2006).
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Recent legislation and regulation have recognized the importance of product-use 
information. In the United States, the Dodd-Frank Wall Street Reform and 
Consumer Protection Act of 2010 imposes a general duty, subject to rules prescribed 
by the new Consumer Financial Protection Bureau, to disclose information, includ-
ing “usage data,” in markets for consumer financial products. Similarly, the Federal 
Communications Commission (FCC), in considering ways to improve disclosure in 
telecommunication service markets, noted also the disclosure of information on usage. 
In the U.K., the Department of Business Innovation and Skills and the Behavioral 
Insights Team in the Cabinet Office are promoting the MyData initiative, which aims 
to provide consumers with access to use information—their own use information—
that sellers possess.12 Academics have gone further, proposing mandatory disclosure 
of product-use information for credit cards, mortgages, payday loans, cell phones, sub-
scription services, and more (see Nalebuff and Ayres 2003; Bar-Gill 2004; Lynch and 
Zauberman 2006; Sovern 2006; Thaler and Sunstein 2008; Bar-Gill and Stone 2009; 
Bar-Gill and Ferrari 2010; Kamenica, Mullainathan, and Thaler 2011).

While disclosing product-use information is important, it is also important to make 
sure that by disclosing this information, in addition to existing product-attribute infor-
mation, we do not exacerbate the information overload problem (see Ben-Shahar and 
Schneider 2014). The challenge is to design disclosure that can improve the decision-
making of imperfectly rational consumers. To meet this challenge disclosure regula-
tion must take one of the following two approaches: (1) focus on simple disclosures for 
consumers, or (2) mandate comprehensive disclosures for intermediaries and sellers 
that will help consumers indirectly.

4.2.4 Simple Disclosures for Consumers
If imperfectly rational consumers are to read and use disclosed information, the dis-
closure must be simple. The problem, of course, is that simple disclosures necessarily 
exclude some relevant information. The challenge is to provide as much information as 
possible in a disclosure that is simple enough to be useful to a majority of consumers.

In many cases, an effective way to provide the most information in the least com-
plex way is by disclosing total-cost-of-ownership (TCO) information or annual cost 
information. The TCO (or annual cost) disclosure is a simple, single-figure disclosure 
that provides consumers with an estimate of how much they will ultimately pay for the 
product over the product’s life span (or over a one-year period).

The TCO and annual cost disclosures combine product-attribute information with 
product-use information. For example, the annual cost of a cell phone plan would com-
bine plan rates with information on use patterns to estimate the annual cost of cellular 
service. For a new customer, the carrier may have to use average-use information to 
calculate the annual cost estimate. For existing customers, the carrier should use the 
individual-use information that it already has.

12 See Pub. L. 111-203, Title X, Sec. 1033 (the Dodd-Frank Act); FCC (2009); Department of Business 
Innovation and Skills and Cabinet Office Behavioral Insights Team (2011).
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These simple, aggregate disclosures, especially the TCO disclosure, are a direct 
response to the behavioral market failure identified in this chapter. Sellers facing 
imperfectly rational consumers will design complex, deferred-cost contracts in order 
to maximize the wedge between the actual and perceived cost of their products. The 
TCO disclosure undermines sellers’ incentives to design such welfare-reducing con-
tracts. Complexity is used to hide the true cost of the contract by allowing sellers to load 
costs onto less salient price dimensions. If sellers are required to provide a TCO disclo-
sure that aggregates both salient and nonsalient prices, complexity ceases to be a prob-
lem for consumers and loses its appeal to sellers. Similarly, sellers design deferred-cost 
contracts so that myopic and overoptimistic consumers will underestimate the cost of 
the product. A TCO disclosure that aggregates both short-term and long-term costs 
into a single figure that guides consumer choice would substantially reduce sellers’ 
incentives to defer costs.13

4.2.5 Comprehensive Disclosures for Intermediaries and Sellers
The standard disclosure paradigm targets consumers; in other words, the disclosures 
are supposed to be read and used by consumers. But disclosures can also help consum-
ers even when they are not targeted at consumers directly, but rather at intermediaries 
and even at other sellers.

Consider a consumer who is at the end of a two-year cellular service contract. This 
consumer needs to decide whether to stay with the current currier and plan, or switch 
to a different plan with the same carrier, or switch to another carrier altogether. The 
consumer must choose among many complex products in the search for the optimal 
cell phone plan, given his or her particular use patterns. To do that, the consumer could 
employ the services of an intermediary. The intermediary will have information on 
available plans, that is, product-attribute information. But it will not have information 
on the consumer’s use patterns. (Of course, the consumer could provide this infor-
mation, but as suggested earlier, many consumers have a poor sense of their use pat-
terns.) This missing information exists in the databases of the consumer’s old carrier. 
Disclosure regulation could require carriers to provide this information, in electronic 
form, to the consumer. The consumer could then forward this data to the intermediary, 
who will now be in a position to help the consumer choose the product that best fits the 
consumer’s use patterns.

A related model skips the intermediary and relies on competing sellers as agents of con-
sumers. (On the notion of sellers as agents of consumers, see Gillette 2004.) In the scenario 
above, for example, the consumer’s current carrier is at a competitive advantage because it 
knows the consumer’s use patterns. If the current carrier is required to disclose use infor-
mation in electronic form, the consumer could then forward this information to com-
peting carriers and ask which of their plans best fits his or her use patterns. This type of 

13 Designing effective TCO disclosures can be a difficult task. First, in many cases the aggregation 
formula is not obvious and it inevitably involves policy judgments. Second, political economy 
dynamics may prevent the promulgation of a true TCO disclosure.
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disclosure would level the playing field between the old carrier and its competitors, to the 
benefit of the consumer.

This alternative disclosure paradigm avoids the trade-off between disclosing more 
information and disclosing information that can be effectively utilized. Since the disclosed 
information is to be used by sophisticated parties—intermediaries or sellers—rather than 
directly by consumers, the disclosure can be comprehensive and complex. Disclosure that 
benefits consumers without being targeted directly at consumers has been prominently 
proposed by Richard Thaler and Cass Sunstein (2008) (see also Bar-Gill and Board 2012). 
And the idea is gaining traction among lawmakers around the world (see Sunstein 2010, 
2011;  chapter 28 by Sunstein in this volume; Federal Communications Commission 2009; 
Department of Business Innovation and Skills and Cabinet Office Behavioral Insights 
Team 2011).

4.3 Default Rules and Safe Harbors

A second set of policy tools in the soft-paternalism toolkit includes default rules and safe 
harbors. While mandatory rules say what terms and practices can and cannot be part of 
a consumer transaction, default rules are more like suggestions—they apply unless the 
parties opt out. Default rules are becoming increasingly popular. Before the CARD Act, 
many issuers would allow cardholders to exceed their credit limit, and then impose over-
limit fees on these cardholders. The CARD Act set a default rule that prevents cardholders 
from exceeding the credit limit (under this default, the issuer would decline a charge that 
takes the cardholder above her credit limit). But it is just a default rule: cardholders can 
opt out of the default and back into the old regime. A similar default rule has been applied 
to debit card and ATM transactions: Consumers cannot charge more than the amount 
available in their checking account, unless they specifically opt into the bank’s overdraft 
protection plan.14 Indeed, Cass Sunstein, in his prior role as Administrator of the Office of 
Information and Regulatory Affairs, encouraged the heads of all executive branch agen-
cies to consider the use of default rules as a regulatory tool (Sunstein 2010).

In many contexts default rules can be a powerful instrument. There are several 
important examples of default rules that affected major changes in behavior and out-
comes. When default rules are sticky and few individuals opt out, a default rule can be 
almost as effective as a mandatory rule, while avoiding the strong paternalism objec-
tion. The classic examples include rules that default driver’s-license applicants into 
being organ donors (Johnson and Goldstein 2003) and rules that automatically enroll 
employees in their employer’s 401(k) retirement savings plan (Madrian and Shea 2001). 
(See also Thaler and Sunstein 2008; Korobkin 1998;  chapter 12 by Korobkin in this 
volume.)

14 On the new credit card rules—see CARD Act, supra. On the debit card and ATM rules—see 
http://www.federalreserve.gov/consumerinfo/wyntk_overdraft.htm.
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There is a concern that default rules would be less effective in the context of consumer 
transactions. If policymakers set proconsumer defaults, so the argument goes, sellers 
could easily opt-out in the fine print of their standard form contracts, without allowing 
the consumer any meaningful opportunity to object (or demand compensation for the 
opt-out) (see Barr, Mullainathan, and Shafir 2009). While there is valid reason for con-
cern, there is also evidence of effective default rules—defaults that were not subject to 
wholesale opt-out—in the consumer transaction area. Indeed, the CARD Act rule setting 
a no-charging-beyond-the-credit-limit default has seen very limited opt-outs.15

Moreover, if wholesale, fine-print opt-out is a real concern, policymakers can take 
steps to increase the stickiness of the proconsumer default. For example, policymakers 
can require explicit, separate consent, by the consumer, to such opt-out. The opt-out 
process, and its regulation, provides a range of possibilities for policymakers.16 (See 
Ayres 2012; Zamir 1997.)

Safe harbors can be viewed as a type of sticky default. It is not uncommon for the leg-
islator to set a vague standard. The regulator can then step in and define a safe harbor—
a course of action that would presumptively satisfy the legislative standard. Firms are 
not required to use the safe harbor; they are free to adopt other practices. But this de 
facto opt-out from the de facto default rule, the safe harbor, comes at a price—the price 
of enhanced regulatory scrutiny (as the practice would need to be evaluated against 
the vague standard). This enhanced regulatory scrutiny can be viewed as the price of 
opt-out; it is what makes the default rule sticky. The qualified mortgage, included in the 
Dodd-Frank Act and defined by the CFPB, offers an example of the safe harbor strategy.17

While the default rules described above apply generally to all consumers (unless they 
opt out), technological innovation opens the door to the design of personalized default 
rules (see  chapter 28 by Sunstein in this volume; Porat and Strahilevitz 2014). Finally, 
the related tool of active choice should be mentioned. Rather than setting option A 
or option B as a default, the lawmaker can require the consumer to actively choose 
between the two options, as a precondition for the consummation of the transaction 
(see Sunstein 2012).

4.4 Right to Withdraw

A third type of soft paternalistic intervention focuses on the consumer’s right to with-
draw from the transaction. Sometimes referred to as “cooling-off periods,” these rules 

15 See CFPB, CARD Act Factsheet, http://www.consumerfinance.gov/credit-cards/credit-card-act/ 
feb2011-factsheet/. See also Johnson et al. (1993) (documenting limited opt-out of default rules 
specifying insurance coverage).

16 A sticky default has been proposed, in the mortgage context, by Barr, Mullainathan, and Shafir 
(2009).

17 CFPB, Ability to Repay and Qualified Mortgage Standards under the Truth in 
Lending Act (Regulation Z) (http://www.consumerfinance.gov/regulations/ability-to-
repay-and-qualified-mortga ge-standards-under-the-truth-in-lending-act-regulation-z/).
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allow the consumer to renege and cancel the transaction within a specified period of 
time. Federal Trade Commission rules provide consumers in the United States with 
a three-day cooling-off period in door-to-door sales.18 Similarly, Section 125 of the 
Truth-in-Lending Act imposes a mandatory three-day rescission, cooling-off period 
for mortgage loans (which is extended to three years if the creditor fails to provide 
the required disclosure concerning the right to rescind). Many state statutes provide 
similar protections for particular categories of goods and services, for example, sales 
of home food service plans, adult and vocational education programs, health studio 
service contracts, campsite time-shares, and more (see Camerer et al. 2003); and for 
transactions resulting from certain sales methods, such as sales made by telemarket-
ers.19 Other jurisdictions similarly mandate withdrawal periods for a growing list of 
consumer transactions. For example, under Article 9 of the Directive 2011/83/EU of the 
European Parliament and of the Council of 25 October 2011, consumers enjoy a right to 
withdraw from distance and off-premises contracts, within a 14-day period, at no cost 
to the consumer.

A right to withdraw does not restrict the range of enforceable contract terms, and is 
therefore considered to be within the set of soft paternalistic policies. Rather than target-
ing the terms of the contract, the right to withdraw focuses on the process of contract for-
mation, imposing a delay-period before the contract fully binds the consumer. This forced 
delay provides the consumer with time to reconsider the costs and benefits of the transac-
tion, free from the pressure of possibly aggressive sales tactics.20 (See Camerer et al. 2003.)

The right to withdraw also addresses problems of information asymmetry. The abil-
ity to inspect the product and try it out for a period of time, before making a final com-
mitment to purchase, is valuable, especially if products are easily returnable. A right to 
withdraw may also be valuable to the seller, if it increases demand for the seller’s prod-
ucts. Consumers would be more likely to make remote purchases if they can return a 
product that turns out to be less attractive than it initially appeared (see Ben-Shahar 
and Posner 2011; Eidenmuller 2011).

But, alongside these benefits, a right to withdraw entails potentially large costs, espe-
cially when it is abused by a subgroup of opportunistic consumers. Returned items 
depreciate in value, sometime substantially. This cost will be born, at least in part, by 
consumers, as sellers anticipate the likelihood of returns and increase prices accord-
ingly.21 The effect is similar to that of any other mandatory quality feature. Indeed, a 

18 See FTC Rule Concerning Cooling-Off Period Made for Sales at Homes or at Certain Other 
Locations, 16 C.F.R. pt. 429 (2008). Most states have followed the FTC and enacted similar rules.

19 See, e.g., Code of Alabama 1975, sec. 8-19A-14.
20 If the initial purchase decision was made using the quick and intuitive System 1 thought 

process, then the additional time provided by the right to withdraw allows for the engagement of the 
deliberative System 2 thought process. See, e.g., Kahneman (2011).

21 This price increase will hurt poorer consumers. Also, with a mandatory right to withdraw, 
consumers who are less likely to return the product or cancel the service will be forced to 
cross-subsidize consumers who are more likely to invoke the right to withdraw. See Bar-Gill and 
Ben-Shahar (2013).
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right to withdraw is a mandatory rule—only one targeting the contracting process, 
rather than the terms of the contract. Viewed in this light, a right to withdraw can be 
quite paternalistic.

A less paternalistic alternative would set a right to withdraw as a default rule in 
certain categories of consumer transactions. Indeed, even in the absence of a manda-
tory right to withdraw and when the default rule is set to exclude such a right, many 
prime retailers voluntarily offer a right to withdraw. Even Walmart offers a 90-day 
free returns policy. This suggests that a default right to withdraw will not suffer from 
wholesale opt-out. And when opt-out does occur, it may well be efficient—providing a 
low-price option for consumers who prefer it.22

A right to withdraw—be it mandatory, a default that sellers did not opt out of or a 
voluntary contractual design feature adopted by sellers—can be costly to imperfectly 
rational consumers who overestimate the benefits of such a right and underestimate 
the cost of exercising it. The concern is that a consumer, falsely reassured by the right to 
withdraw, will make a purchase that she will later come to regret. The consumer would 
then need to incur the cost of withdrawal or, if this cost is too high, keep the undesired 
good or service (see Becher and Zarsky 2011). Viewed in this light, the right to withdraw 
is not a more or less paternalistic solution to a behavioral market failure; it is a source of 
an independent market failure.

5 Conclusion

The structure and design of consumer transactions can be understood as the product 
of an interaction between market forces and consumer psychology. When consumers 
make persistent mistakes in evaluating the costs and benefits of a product or service, 
this interaction results in a market failure—a behavioral market failure—that can sub-
stantially hurt consumers and reduce social welfare. When this happens, legal inter-
vention should be considered. While mandatory rules, including bans on certain terms 
or practices, may sometimes be justified, lawmakers should first try soft paternalistic 
policies—disclosure regulation, default rules and safe harbors, and a right to withdraw.

This chapter lays out a general theoretical approach to the study of consumer trans-
actions. But there is only so much that one can do at the level of general theory. Market-
specific analysis is required to evaluate (1) whether mistakes persist over time, and (2) 
the welfare costs of consumer mistakes and of sellers’ contractual responses to these 
mistakes. Also, when a persistent, and costly, market failure is identified, market-spe-
cific analysis is needed for crafting an appropriate legal policy response.

22 See Eidenmueller (2011), who identifies the theoretical justifications for withdrawal rights 
and concludes that they ought to be optional (i.e., default rules) in the distance selling context but 
mandatory in cases like doorstep sales that involve decision biases that are either preexisting or 
heightened by sellers.
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A final note—on methodology: The preferred method for identifying a behavioral 
market failure begins with an observed contractual design feature. If the existence (or 
prevalence) of this feature is difficult to explain under the assumption that consumers 
are perfectly rational, then the observed design feature itself serves as evidence of con-
sumer misperception.23 This methodology should be distinguished from the alterna-
tive approach—an approach that begins with a cognitive bias, identified in the lab, and 
proceeds to explore the implications of this bias in the real world. A common critique 
of this alternative approach questions whether a bias that was identified in a lab experi-
ment would persist in a real-world market setting. This critique is avoided when the 
starting point is a contractual design feature that is observed in the market.
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BEH AV IOR A L ECONOM IC S A N D 
I NSU R A NCE L AW

The Importance of Equilibrium Analysis

TOM BAK ER  AND PETER SIEGELMAN

1 Introduction

The discipline of economics and the field of insurance have had a long, mutually pro-
ductive encounter. The economics of information grew out of ideas first articulated by 
insurance actuaries and then formalized by economists, some of whose life paths had 
taken them through the insurance business (Baker 1996; Baker 2003). Mathematicians 
hired by insurance organizations in the eighteenth and nineteenth centuries devel-
oped statistical techniques that, with later advances, led to the subfield of economet-
rics (Daston 1988; Clark 1999; Alborn 2009). More recently, insurance institutions have 
employed insights and techniques from many parts of the economics discipline: insur-
ance economics to be sure, but also financial economics, health economics, econo-
metrics, and, last but not least, law and economics. One measure of the insurance 
industry’s appreciation of economics can be seen in the International Association for 
the Study of Insurance Economics (the Geneva Association), the members of which are 
the chief executive officers of 80 insurance companies worldwide, and which sponsors 
the journal Geneva Papers on Risk and Insurance, which has published work by many 
leading economists. Law and economics is a dominant paradigm in insurance legal 
scholarship (Abraham 1986), and has had an impact on the development of insurance 
law, among other ways through the prolific insurance law opinions of Judge Richard 
Posner (Langer 2001; ALI Liability Insurance Project Preliminary Draft No. 1 2013).

The US Affordable Care Act (§ 1501(a)(2)(I), as amended by § 10106; National 
Association of Insurance Commissioners, Exchanges (B) Subgroup, 2011) provides a 
striking example of the influence of economic ideas and economists on the insurance 
field, as well as the feedback loop between insurance practice and economic theory. The 
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Obama administration justified the most politically and legally controversial aspect of 
the act (the mandate that individuals buy health insurance) on the basis of an economic 
idea (adverse selection) that is directly traceable to the encounter between insurance 
practice and economic theory.

[I] f there were no requirement [to maintain minimum essential coverage], many 
individuals would wait to purchase health insurance until they needed care. By sig-
nificantly increasing health insurance coverage, the requirement, together with the 
other provisions of this Act, will minimize this adverse selection and broaden the 
health insurance risk pool to include healthy individuals, which will lower health 
insurance premiums. The requirement is essential to creating effective health 
insurance markets in which improved health insurance products that are guar-
anteed issue and do not exclude coverage of preexisting conditions can be sold. 
(Affordable Care Act, at § 1501(a)(2)(I), as amended by § 10106)

The recent behavioral turn in economics provides another opportunity to learn 
from this encounter. Insurance provides a fertile testing ground for, and potential 
challenge to, standard economic theory. The product at issue is relatively straight-
forward: contingent claims on money. Thus, theory generates clear testable predic-
tions and normative statements about when rational people will and should buy 
what kinds of insurance, provided of course that the institutional context can be 
adequately specified. Empirical and experimental research reveals consistent, repro-
ducible patterns of behavior that depart from these predictions, however. This diver-
gence between clear theoretical predictions and empirical findings poses a series of 
challenges—to the adequacy of the specifications of the institutional context under-
lying the predictions, to the rationality of the observed behavior, to the regulatory 
framework that shapes the insurance market, and ultimately to standard economic 
theory itself.

In this chapter we report on and engage with this ongoing, productive, and some-
times frictive encounter. As law professors with a substantial investment in under-
standing insurance institutions, we are especially interested in charting (and 
influencing) the meaning of this encounter for insurance regulation. But the payoffs 
from this exercise, like others in the long-term relationship between insurance and 
economics, extend beyond the specific problem at hand.

After first reviewing some basic economics of insurance and behavioral research, we 
closely analyze two types of insurance. Although both types are widely purchased, nei-
ther should be appealing to most rational, reasonably informed individuals, because 
the net benefits they provide are almost certainly negative. The first—extended war-
ranties for consumer products—is among the most profitable forms of insurance. This 
suggests both that the perceived benefits to purchasers very substantially exceed what 
expected utility theory would predict and that the market is not working to deliver 
the insurance protection at a reasonable price (Baker and Siegelman 2013). Our second 
case study—low deductible homeowners’ insurance—looks similar to the first in some 
ways. Homeowners’ insurance itself is valuable to a rational actor, but most people buy 
policies with deductibles that are far too low to be justified in expected utility terms. 
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But there are some subtle, yet very significant differences between these two markets, 
as we demonstrate below.

These may seem like odd and perhaps even inconsequential phenomena upon which 
to direct serious analytical firepower. yet they are ideal for the task at hand. First, the 
observed behavior sharply diverges from the predictions of expected utility theory. 
Second, the institutional context is sufficiently well understood that we can be reason-
ably sure that the divergence reflects something about consumer behavior, not the dif-
ficulty of developing sound predictions for that context. Third, the behavioral research 
is sufficiently developed to provide a well-grounded explanation (or set of explana-
tions) for consumer behavior and why it diverges from the predictions of expected util-
ity theory. Finally, as others have already pointed out (Schwarcz 2010; Camerer et al. 
2003; Braun and Muermann 2004), this research might well point toward a sophisti-
cated, “consumer sovereignty” justification for kinds of insurance that expected utility 
theory would condemn, posing a clear challenge to that theory. Both examples thus 
present difficult, practical, and generalizable problems for regulators: how should poli-
cymakers respond when consumers apparently “want” (or at least, are willing to pay 
for) something that a rational person would not choose to buy?1 What, if any, forms of 
regulation are likely to be effective and desirable under these conditions?

2 The Economics of Insurance in Brief

The discipline of economics has a simple but powerful explanation of the value of 
insurance to individuals, a well-worked-out explanation of why insurance needs to be 
regulated, and a relatively consistent approach to the form that insurance regulation 
should take.

In this paradigm, people value insurance for two reasons: they are risk averse (mean-
ing that they have a declining marginal utility of money) and, with regard to contingent 

1 By way of contrast, consider United States of America v. Rose Marks et al., Case No. 
11-80072-CR-MARRA/VITUNAC(s) (S.D. Fl. 2011) (available at http://www.justice.gov/usao/ 
fls/PressReleases/Attachments/110816-01.SupersedingIndictment.pdf), in which the defendant 
and nine others are charged, among other things, with mail and wire fraud, for claiming “to have 
powers of intuition that enabled [them] to perceive things beyond the realm of the five senses,” and 
“represent[ing] to [their] clients that [they were] conferring with the Archangel Michael for his 
advice and counsel for them.” One defendant was accused of having told a client that “they would 
bring her [estranged] husband back to her,. . . [but that this] ‘work’ would require sacrifices which 
would mean money because money was the root of all evil.” Id. at 12. The US Attorney alleges that 
the amount wrongfully taken from clients exceeded $40 million. See http://www.justice.gov/usao/ 
fls/PressReleases/110816-02.html. Most readers presumably wouldn’t question such indictments, 
although extreme devotees of caveat emptor might believe that fraud should not be criminalized. But 
surely the patrons of the alleged psychics believed that they were getting something worthwhile for the 
money they spent, just as buyers of extended warranties do. Both psychics and extended warranties 
can and do make people feel better; both do so only by appealing to their irrational natures.

 

 

http://www.justice.gov/usao/fls/PressReleases/Attachments/110816-01.SupersedingIndictment.pdf
http://www.justice.gov/usao/fls/PressReleases/Attachments/110816-01.SupersedingIndictment.pdf
http://www.justice.gov/usao/fls/PressReleases/110816-02.html
http://www.justice.gov/usao/fls/PressReleases/110816-02.html
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losses, insurance is a more efficient way than savings to equalize the marginal utility 
of consumption over time. Put in ordinary language, insurance allows people to shift 
money from times when they do not need it very much to times when they need it much 
more. Expected utility theory teaches that insurance is most valuable when it provides 
a mechanism for a large group of people to each pay a small amount of money so that 
there is a large sum available for the few who really need it. The do-it-yourself alterna-
tive—savings—is not as efficient, because it shifts the money into the future whether 
you need it then or not. By contrast, insurance gives you the money in the future only if 
you need it.

In a world with perfect information and no transaction costs, every risk-averse per-
son would be better off with insurance against all risks, actuarially fair insurance (with 
a premium just equal to the expected loss) would be available for all risks, and there 
would be no need for regulation of insurance markets (Arrow 1971a). (Risk-neutral or 
risk-seeking people would not demand insurance even in this world; but there is very 
little evidence for the existence of risk-seeking or risk-neutral preferences.) Even if risks 
are correlated rather than independent of each other, this proposition is still essentially 
correct (Jaffee 2006). Adding a dose of realism by acknowledging the presence of trans-
action costs (i.e., the costs of selling the insurance and running the insurance business) 
changes this conclusion only slightly: instead of complete insurance, people would be 
better off with partial insurance, such as insurance with a deductible or coinsurance. 
With perfect information, once again, the market would supply the appropriately par-
tial form of insurance, with no need for regulation.

The need (and economic justification) for insurance regulation becomes apparent 
after adding a second, larger dose of realism: taking into account the information prob-
lems that exist on both sides of the insurance relationship.

2.1 Information Problems Facing Insurers

Insurance companies have long been aware of the information problems that exist on 
their side of the relationship: there are limits to what an insurance company can find 
out about the people looking for insurance, and it’s hard to monitor consumers’ behav-
ior once they have it. The result is that the people buying insurance tend to be more 
risky than average (the adverse selection problem) and, once they have it, they aren’t as 
careful to avoid losses as they would have been without the insurance (the moral haz-
ard problem).

Economists have formalized the insurance companies’ information problems and, 
in the process, developed what has come to be known as the economics of informa-
tion. Insurance purchasers’ private information about their risk leads to adverse selec-
tion, the information problem that George Akerloff (1970) first discussed in his Nobel 
Prize–winning paper on the “lemons problem” (Rothschild and Stiglitz 1976, and 
for a recent empirical survey, Cohen and Siegelman 2010). The insurer’s inability to 
monitor its customers’ behavior after they buy insurance leads to moral hazard, the 
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information problem that Kenneth Arrow (1963)—another Nobel Prize winner and 
a former insurance actuary—first discussed in his classic article on the economics of 
health insurance.2

Insurance companies’ information problems offer parsimonious, powerful expla-
nations of much of the institutional structure of real-life insurance relationships. As 
economic theory would predict, and as evidence confirms, insurers manage moral 
hazard through several devices. First, cost-sharing arrangements such as deductibles 
or copays give policyholders some “skin in the game” by leaving them with some of the 
potential losses that their conduct might cause. Second, insurance contracts expressly 
exclude coverage for certain kinds of losses (such as those caused by a policyholder’s 
reckless or deliberate behavior) (Shavell 1979). This, again, limits policyholders’ incen-
tives to slack off on precautions. Insurers will often engage in precontract underwrit-
ing (screening) that attempts to discern the honesty, prudence, and trustworthiness 
of insureds and denies coverage to those who meet certain minimum requirements. 
Finally, insurers rely on social norms to prevent excessive slacking-off in precautions 
(Heimer 1985; Arrow 1963)

Insurers manage adverse selection through an array of similar devices. Risk classifi-
cation entails the use of verifiable measures (such as smoking status or age or historical 
loss data) that correlate with risk to set premiums. Another technique relies on contract 
terms that encourage long-term relationships (Hendel and Lizzeri 2003). Providing a 
menu of insurance policies that induces policyholders to sort themselves according to 
their riskiness is another approach insurers use to curtail adverse selection (Rothschild 
and Stiglitz 1976). Underwriting can also be useful in controlling adverse selection, 
since insureds informational advantage diminishes as the insurer learns more about 
them. For the most part, insurance organizations have been able to arrive at reasonably 
satisfactory solutions to these problems without the government’s help. Exceptions to 
privately arranged solutions include the mandated purchase of insurance to prevent 
adverse selection (as in the Affordable Care Act) and the related regulation of com-
petition among insurers to prevent cream-skimming (attempts to attract only the 
best risks) and other behavior that, in the limit, can sometimes lead to the failure of 

2 Arrow 1963. Arrow worked as an insurance actuary before going to economics graduate school. 
He summarized the impact of his actuarial experience as follows:

one thing is true [“about this actuary business”]: I really learned. One thing I learnt about dur-
ing the course of this was moral hazard and adverse selection. . . . I suddenly realized insurance 
people knew what they were talking about: there was a real economic issue which economists 
had not understood. It turned out that even though I didn’t pursue it [at the time], it was a very 
important economic problem. I really understood what risk bearing was about and under-
stood the realities of it.

Interview with Kenneth Arrow by Juan Dubra. Munich Personal RePEc Archive, March 
2005. Available at http://mpra.ub.uni-muenchen.de/967/. Joseph Stiglitz, another Nobel laureate 
who worked on insurance information problems, was the son of an insurance agent (personal 
communication).

http://mpra.ub.uni-muenchen.de/967/
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insurance markets (Cutler and Zeckhauser 1998; but see Siegelman 2004 for the relative 
infrequency of insurance market failures).

2.2 Information Problems Facing Consumers

Insurance regulators have long been aware of the information problems that exist on 
the consumer side of the insurance relationship. Left on their own, ordinary consumers 
can know very little about either the insurance they’re buying or the companies selling 
that insurance; and once they buy insurance, they are vulnerable to insurer opportun-
ism because they cannot observe, for example, whether an insurer provides satisfac-
tory claims-handling service (Sulzle and Wambach 2005). These information problems 
are less susceptible to private contract-based solutions than those facing insurers, and 
thus provide wider ranging justification for insurance regulation. (Brokers or middle-
men might in theory solve some of these problems, and are in fact commonly observed 
in insurance markets. But brokers create problems of their own, and in any case, are 
typically unavailable for smaller-scale transactions.) Insurance companies have pri-
vate information about many things that affect the value of their products: for example, 
their solvency (a promise to pay is not worth much if the company is not able to pay), 
the meaning of the terms of their contracts, and their approach to investigating and 
paying claims.

Referring to this information as “private” does not mean that it is completely unob-
servable. For example, the written terms of an insurance contract appear in the insur-
ance policy form (assuming that the insurance company is willing to provide the 
policy in advance, which is not always the case in practice) (Schwarcz 2011). But it is 
so time-consuming and expensive to evaluate the terms of the contract or, indeed, 
most of the other observable aspects of quality, that no individual person or company 
would rationally make that effort (Harel and Procaccia 2009). Other aspects of quality, 
such as past claims-servicing practices or current financial solidity, might be observ-
able in theory, but that observation would require the disclosure of information that 
the insurer prefers to keep private and that is interpretable only in relation to informa-
tion about other insurers (posing a collective action problem, a classic justification for 
regulation). Still other aspects of insurance product quality are completely unobserv-
able by anyone at the time of purchase, because they depend on what happens in the 
future. Insurance consists fundamentally of the promise to pay money in the future, 
sometimes very far in the future. No one can observe today the financial solidity and 
claims-paying practices of an insurance company in the future.

This private information creates the potential for (inverse) adverse selection, the risk 
that bad insurance contracts will drive out the good, and (inverse) moral hazard, the 
risk that insurance companies will change their financial condition and claims-paying 
practices to the detriment of existing policyholders (Beal 2000–2001). Insurance regu-
lation addresses these problems by certifying the quality of both insurance contracts 
and insurance companies. Government approval of insurance companies’ standard 

 



BEHAVIORAL ECONOMICS AND INSURANCE LAW   497

form contracts certifies the quality of those contracts. Solvency regulation and insur-
ance guarantee funds certify the insurance companies’ ability to pay claims. Market 
conduct regulation and related tools such as private rights of action for insurer miscon-
duct, in effect, certify insurance companies’ willingness to pay claims and deter insur-
ers from opportunism at the point of claim.

2.3 Insurance Economics and Insurance Regulation

The economic approach to insurance has been enormously influential among people 
who study and teach insurance, in actuarial training and practice, and, as a result, 
within at least the expert sector of the insurance regulatory community. Much of 
insurance regulation is broadly consistent with the economics of insurance, even if 
the actual implementation of regulation may fall short of economic prescriptions 
(Chandler, n.d.)

Nevertheless, our sense is that the standard economic model does not easily jus-
tify all of the consumer protection rationales for insurance regulation. The reason is 
that, in the standard economic model, consumers—bolstered by competition among 
insurers—are assumed to be reasonably well equipped to maximize their own utility, 
so that intervention by insurance regulators is likely to deprive consumers of choices 
they would either prefer to make (in which case, the consumers experience a loss of 
welfare) or would not make (in which case, the regulatory intervention is simply use-
less). The behaviorally informed research that we review next presents a very differ-
ent view of consumer behavior, in which consumers are poorly equipped to maximize 
their own utility, and of markets, in which firms are able to avoid the leveling effect of 
competition.

3 Behavioral Economics and Insurance

Much as the insurance market has provided fertile ground for the development of 
the economics of information, it has also spurred the growth of behavioral econom-
ics. Researchers such as Howard Kunreuther (Johnson et  al. 1993; Shoemaker and 
Kunreuther 1979; and for a recent comprehensive treatment, Kunreuther, Pauly, and 
McMorrow 2013) and others (Cutler and Zeckhauser 2004) have long noted that con-
sumer behavior in the insurance market does not match the predictions of standard 
economic theory:  anomalies abound. Consumers do not demand enough of some 
kinds of insurance that the standard account says that they should value highly, such as 
insurance against large-but-infrequent catastrophes (earthquakes, floods) and annui-
ties (longevity insurance). At the same time, consumers demand too much of some 
other kinds of insurance that, in theory, they should not want at all, such as dread 
disease insurance and extended warranties for consumer products. And, given the 
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choice, consumers regularly purchase insurance policies with deductibles and pol-
icy limits that are too low relative to the costs and benefits (Kunreuther, Pauly, and 
McMorrow 2013; Cutler and Zeckhauser 2004). For example, Martin Feldstein (1973) 
has famously suggested that for reasonable levels of risk aversion, optimal health insur-
ance would entail a much greater level of risk-sharing than current health insurance, 
with co-insurance rates of 50%–66%, meaning that the policyholder is responsible for 
one-third to one-half of any insured medical expense. (Although risk-averse consum-
ers would ideally choose to insure 100% of all exogenous risks when prices are actuari-
ally fair, full insurance is no longer optimal when insurance is subject to moral hazard 
or overuse that increases premiums. In Feldstein’s [1973, 251] analysis, reducing insur-
ance coverage by one-third would lead to an increase in welfare equivalent to about 25% 
of total private insurance premiums.)

3.1 Demand-Side Anomalies

Research has revealed an increasingly well-defined set of what Kunreuther and Pauly 
call “demand side anomalies” in the insurance market, and we draw heavily on their 
taxonomy in what follows (Kunreuther, Pauly, and McMorrow 2013). These anomalies 
are regularities in insurance purchasing behavior that differ systematically from what 
expected utility theory predicts. A great deal is at stake in the use of the word “sys-
tematically,” as we demonstrate below. Even if replicable laboratory experiments can 
isolate particular biases in highly controlled environments, behavioral research often 
lacks a meta-theory about which biases will be operative in complex real-world set-
tings (Barberis 2013). As we suggest, this is especially significant for regulators, because 
biases seem to be context-dependent and of uncertain signs—that is, some biases lead 
to “too much” insurance being purchased, while others lead to too little. The following 
is a selective list:

	 •	 People	choose	low	deductibles	and,	because	of	loading	costs,	overpay	to	provide	
protection against losses that are not worth insuring against, given plausible lev-
els of risk aversion (Sydnor 2010).

	 •	 Having	chosen	and	paid	for	a	low	deductible,	people	do	not	file	a	claim	unless	
their loss is much larger than the deductible. One study found that 80% of house-
holds had a pseudodeductible higher than the next highest available deductible, 
meaning that they could save money without affecting their actual coverage by 
selecting the higher deductible policy (Braun et al. 2006).

	 •	 People	buy	some	kinds	of	insurance	that	protect	exclusively	against	losses	that	are	
small in relation to their wealth, sometimes even when the price for that insur-
ance is quite high in relation to its expected value. For example, many people buy 
extended warranties for consumer durables such as TV sets, or purchase collision 
damage waivers for rental cars (coverage for losses to the rented vehicle only). 
Such purchases are per se irrational under the standard theory of risk aversion, 
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which applies only to losses that are a large fraction of one’s total wealth (Hogarth 
and Kunreuther 1995; Karla et al. 2009; Rabin and Thaler 2001; Jindall 2013; Baker 
and Siegelman 2013).

	 •	 People	 are	more	willing	 to	 insure	 emotionally	 treasured	objects	 than	 they	 are	
to insure other objects of equal financial value, and they also put more effort 
into preparing insurance claims for the loss of a treasured object (Hsee and 
Kunreuther 2000). The standard economic model of insurance demand is predi-
cated on risk aversion, which implies a decreasing marginal value of money. On 
this account, subjective value—for example, for family heirlooms—should not 
motivate insurance purchases unless the loss of the object would increase the 
marginal utility of wealth. Thus, it is irrational to insure grandpa’s shaving mug 
(market value $50) unless losing the mug would make an additional dollar (sub-
stantially) more valuable than if the mug were intact.

	 •	 People	prefer	insurance	policies	with	no-claim	rebates	or	deferred	dividends	(that	
is, policies that return some of the policyholder’s premiums in the event that no 
claims are made on the policy), even though these policies violate the assumption of 
declining marginal utility of wealth (Slovic et al. 1977; Baker and Siegelman 2010).

	 •	 Insurance	against	“named	events”	(limited	purpose	life	insurance	policy	in	the	
form of flight insurance, or “dread disease” insurance) is sometimes more attrac-
tive than objectively more valuable general insurance (Kunreuther and Pauly 
2005).

	 •	 People	do	not	buy	objectively	valuable	insurance	against	other	low-probability,	
high-severity events (Camerer and Kunreuther 1989; Krantz and Kunreuther 
2007).

	 •	 People	 are	 more	 likely	 to	 buy	 disaster	 insurance	 after	 a	 disaster,	 even	 when	
they (wrongly) believe that this disaster reduced the likelihood of the next one 
(Kunreuther et al. 1985).

We can broadly group the behavioral explanations for these anomalies into two catego-
ries. The first set of explanations focuses on biases that affect the perception of the value 
of insurance in a manner that conflicts with expected utility theory. Some of these 
biases tend to decrease the perceived value of insurance and, thus, may lead to insuf-
ficient demand. These include the following:

	 •	 Excessive	 discounting	 (an	 irrationally	 high	 preference	 for	 money	 today	 over	
money tomorrow)

	 •	 Overoptimism	bias	(believing	that	bad	things	are	unlikely	to	occur	to	one’s	self	
( chapter 13 by Williams in this volume). Note that at least in some formulations, 
optimism bias may represent an even deeper form of irrationality than is con-
templated in most behavioral models, since it may be “inconsistent with the inde-
pendence of decision weights [e.g., probabilities] and payoffs found in models of 
choice under risk, such as expected utility, subjective expected utility, and pros-
pect theory” (Bracha and Brown 2010).
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Other biases tend to increase the perceived value of insurance and, thus, may lead to 
exaggerated demand, including the following:

	 •	 Loss	aversion	(the	marginal	disutility	of	loss	exceeds	the	marginal	utility	of	gain).	
Although paying for insurance is an out-of-pocket expense, many consumers 
frame this as a “cost” or “price,” while perceiving an uninsured loss as a true 
“loss” (Johnson et al. 1993).

	 •	 Emotional	 attachment	 to	people	or	objects,	which	 should	not	 influence	 insur-
ance demand, unless the loss changes the marginal utility of wealth (Hsee and 
Kunreuther).

	 •	 Superstition	(buying	insurance	in	the	belief	that	it	will	prevent	bad	things	from	
happening).

Still others could have either effect, depending on context, including the following:

	 •	 The	availability	heuristic	(risks	that	are	easier	to	recall	are	assumed	to	be	more	
likely to occur than they actually are, and vice versa) (Tversky and Kahneman 
1982; Keller et al. 2006)

	 •	 Regret	 aversion	 (wanting	 to	 have	made	 the	 optimal	 choice,	 as	 determined	 ex	
post (Loomes and Sugden 1982). Adding regret aversion to a model of insurance 
demand leads individuals to “hedge their bets” by purchasing more insurance for 
small losses and less insurance for large losses than would be optimal from an 
expected utility perspective (Braun and Muermann 2004).

	 •	 Threshold	effects	(ignoring	probabilities	below	a	cutoff	in	some	situations,	and,	
in others, overweighting reductions from an extremely low probability to a per-
ceived zero probability) (Krantz and Kunreuther 2007)

	 •	 Overconfidence	 (sometimes	 called	 the	 control	 illusion).	 This	 bias	 reduces	
the perceived likelihood (or effect) of events you can control (car crash) and 
increases the perceived likelihood (or severity) of events you can’t control (plane 
crash), making you less likely to buy car insurance and more likely to buy flight 
insurance.

	 •	 Herding	(copying	friends	and	family)

Most of the demand-side anomalies listed earlier can be explained by some combi-
nation of these biases. Regret aversion helps explain buying insurance for low-value 
losses (if a loss happens, I don’t want to regret not having the insurance) and buying 
insurance with a no-claim rebate (if the risk doesn’t materialize, I can be sure I get at 
least something for my money (Johnson et al. 1993; Baker and Siegelman 2010). So, too, 
loss aversion and mental accounting: the prospect of future “loss” weighs more heavily 
than the small additional “price” paid to buy a lower deductible, an extended warranty, 
or any other low-value insurance sold in connection with another product or service. 
Emotional attachment helps explain buying insurance for treasured objects. The avail-
ability heuristic and dread help explain buying insurance for named events. Threshold 
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effects help explain not buying insurance for low-probability, high-severity events. The 
availability heuristic helps explain buying that same insurance after a disaster.

A second set of explanations for the demand-side anomalies focuses on more gen-
eral information-processing problems that consumers face in making decisions of 
all kinds. These kinds of behavioral regularities are different from those listed earlier 
because they don’t directly affect the perceived value of insurance. Rather, they reduce 
the capacity to make a decision, whatever the perceived value of insurance may be. 
These include the following:

	 •	 Hyperbolic	discounting	 (valuations	 that	 fall	 rapidly	 for	 small	delays,	but	more	
slowly for longer delays, leading to procrastination and other time-inconsistent 
preferences)

	 •	 Complexity	 aversion	 (avoidance	 of	 options	 that	 are	 complicated	 to	 evaluate)	
(Bruce and Johnson 1996)

	 •	 Aversion	to	contemplating	some	topics	(death,	stigmatized	or	taboo	events)	(Chan	
2012)

	 •	 More	 general	 cognitive	 constraints.	 Fredrick	 (2005)	 finds,	 for	 example,	 that	 a	
simple three-item “Cognitive Reflection Test” can predict such aspects of individ-
ual behavior as risk preferences and time preferences, and speculates that “some 
preferences are better than others and that cognitive ability is one indicator of the 
‘better’ preference. Dohmen and coauthors (2010) conclude that individuals with 
higher cognitive ability are more willing to take risks and are more patient than 
those with lower cognitive ability.

In the insurance context, these information-processing problems can lead consum-
ers to make the default “decision” not to buy insurance, or leave them vulnerable to 
firms that frame or create a bad decision as the default. For example, consumers are 
often vulnerable to high-pressure sales tactics that encourage them to buy extended 
warranties on consumer durable items, even when such insurance is massively over-
priced by any measure, and even when a rational consumer would not choose to insure 
such relatively small losses in the first place. Segal (2012) provides anecdotal evidence 
of abusive seller practices; UK Competition Commission (2003) offers more systematic 
details.

Considering all of these biases and information-processing problems together pro-
duces a rather bleak picture, at least for those who would like to see behavioral econom-
ics provide clear guidance to policymakers. There are systematic yet conflicting biases 
that affect the perceived value of insurance. Consumers want too much of some “bad” 
kinds of insurance and not enough of some “good” kinds of insurance, and, even if they 
are motivated to distinguish between good and bad insurance, information-processing 
problems make doing so very difficult.

In a world of complete information and zero transactions costs, actuarially fair 
insurance is always and everywhere a valuable financial product for a rational, 
risk-averse consumer. In the real world, insurance is only sometimes a good financial 
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deal. Whether it is a good deal in any particular situation is a complicated question that 
turns on individual preferences, and the frequency and severity of loss, and the load-
ing charges that insurance companies must impose in order to run their business, not 
to mention the complications resulting from moral hazard, adverse selection, and the 
existence of alternative ways to manage risk. The behavioral decision research clearly 
demonstrates that people do a remarkably poor job at making decisions that involve 
even simple mathematical concepts, such as the compounding of interest (Kunreuther, 
Pauly, and McMorrow 2013). Insurance is a much more complicated financial product 
than a bank account or loan (Jackson 1999), so it should come as no surprise to learn 
that behavioral decision research provides very little reason to be confident that con-
sumers are making optimal insurance-purchasing decisions.

3.2 Protecting the Imperfectly Rational

Suppose we take it as a given that consumers cannot be relied upon to make wise 
choices with respect to insurance: What role does this then leave for policy interven-
tions to improve welfare? Our message here is that even if we know the causes and 
direction of consumer “errors,” the behavioralist turn makes good regulation of insur-
ance more, or at least no less, difficult than it ever was. In this section we discuss some 
general problems with the design of regulation to protect imperfectly rational insur-
ance buyers.

A key problem for regulators seeking to act on behavioral insights is that behavioral 
theories may do a good job of explaining behavior, but they do so in a way that severs the 
connection between a consumer’s behavior and her welfare. Under standard economic 
assumptions, there is a tight link between the two: behavior is chosen to maximize wel-
fare—indeed, this is close to the very definition of rationality. It would be irrational if 
one preferred X to y, yet chose y when both options were possible. A rational consumer 
who chooses to buy an extended warranty is by definition doing so because she believes 
it advances her welfare, and there’s an obvious subjective sense in which she must be 
right. The link between behavior and welfare is what gives economics much of its nor-
mative bite: allowing consumers to act as they choose is desirable precisely because 
their actions will be rationally chosen to promote their well-being.

But what happens if the link between behavior and welfare is broken or attenuated, 
which is precisely the conclusion of the behavioral research in insurance? One obvi-
ous regulatory solution—which unfortunately rarely works—is to provide the con-
sumer with the correct information about the relevant risks involved. Doing so poses 
relatively few problems for a preference-based, welfarist approach to policymaking: by 
assumption, the consumer will use the new, accurate information to make the appro-
priate (subjectively welfare-maximizing) choice not to buy the insurance. If on the 
other hand, providing the information does not alter the consumer’s decision, then 
(arguably) buying the insurance must have been based on some kind of nonstandard 
preferences (for example, regret aversion or loss aversion), and therefore the purchase 
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actually increases the consumer’s utility. Either way, disclosure appears to solve the 
problem.

Camerer and coauthors (2003, 1253–54) and Schwarcz (2010) follow this line of rea-
soning in arguing that mistakes can and should be corrected by disclosure, but that if 
consumers are (irrationally) buying extended warranties because of loss aversion or as 
relief for “anxiety,” they should be free to do so, because restricting their ability to make 
such decisions would leave them (subjectively) worse off. Schwarcz, for example, writes 
that behavioral anomalies in the purchase of insurance

can plausibly be explained as sophisticated consumer behavior to manage emo-
tions such as anxiety, regret, and loss aversion. Moreover, the capacity of insurance 
to address these negative emotions is not necessarily an artifact of manipulative 
insurance sales or marketing. Rather, it may be a sophisticated and informed strat-
egy on the part of consumers to manage emotions that exist independently of insur-
ers’ (and their agents’) sales efforts.

yet behavioral (and other) research has not been kind to the proposition that disclo-
sure corrects decisional errors (Ben-Shahar and Schneider 2011; Willis 2008). Precisely 
because consumers who buy extended warranties are not fully rational, frequency-of-
repair statistics and other forms of “debiasing” education will be difficult for them to 
process. Behavioral research might help to make disclosure more effective, but we see 
no reason to be optimistic that disclosure can fully overcome even the most minimal 
behavioral impediments to appropriate decision-making. This in turn implies that 
the distinction between mistakes (based on incorrect information) and nonstandard 
preferences as motives for insurance purchases does not provide a solid basis for regu-
latory policy. Unless we define “mistakes” tautologically (as those decisions that can 
be altered by disclosure), effectively correcting mistakes will often require something 
more than disclosure, and thus entails making it difficult or impossible for consumers 
to do what they “want.”

A second important problem—typically only implicit in much of the behavioral 
research—is the possibility of heterogeneity among consumers. While rational con-
sumers are all alike (in their rationality, if not their preferences), there are a multitude 
of ways to be irrational. Not only are some people apparently “more rational” than oth-
ers (Choi et al. [2011] find considerable heterogeneity among subjects, with richer and 
better educated subjects more likely to exhibit rational behavior); the multiplicity of 
possible irrationalities adds enormous complexity to policymaking because it means 
that the conventional Kaldor/Hicks or Pareto criteria for policy evaluation are often 
unavailable, and distributional issues cannot be avoided.3 Policies that help one group 

3 We do not mean to suggest that distributional concerns should be avoided, but only that 
heterogeneity makes it impossible to ignore these issues. Choi (2011), Fredrick (2005), and Dohmen 
and coauthors (2010) all suggest that there are nonsurprising correlations between class, gender 
and ethnicity, and financial “mistakes,” which in our view only strengthens the case for regulatory 
intervention.
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of irrational consumers may hurt another. Policies that help the rational may harm the 
irrational, and vice versa. We have relatively little to offer here, except to say that behav-
ioral heterogeneity makes policymaking even more difficult than it would be in a world 
where consumers were all fully rational.

Finally, when considering whether to modify insurance law or regulation to 
take the behavioral economic findings into account, it is vital to acknowledge the 
potential effects of intervention in equilibrium, after all relevant actors have had 
a chance to adjust their behavior (Schwartz and Wilde 1979). At least since the pio-
neering work of Rothschild and Stiglitz (1976), economists have understood that 
equilibrium in insurance markets—which are pervasively characterized by asym-
metric information (as described earlier)—can be extraordinarily complex and in 
some cases might not even exist at all. Adding behavioral “anomalies” to the equi-
librium analysis is far from straightforward. But without such an analysis, regula-
tory interventions are likely to have unintended consequences, and may even be 
welfare-reducing.

Consider the possibility of overoptimism—consumers’ mistaken belief that they 
have a lower risk of some loss than is actually the case. One might naturally conclude 
that this cognitive bias would lead to an inappropriately low demand for insurance, and 
thus result in welfare losses from excess exposure to risk. And one might be tempted 
to conclude that education or “nudges” should be deployed to give consumers a more 
appropriate sense of the risks they face. But in an equilibrium model with asymmet-
ric information, that conclusion no longer holds. In an elegant paper, Sandroni and 
Squintani (2007) show theoretically that overoptimism can actually improve welfare 
in the presence of adverse selection. That is, when some high-risk insureds optimisti-
cally (but mistakenly) believe that they are low risk, they are less inclined to purchase 
insurance than they would otherwise be. That makes selection problems less severe, 
and the market actually reaches a better equilibrium as a result. So efforts to debias 
consumers by giving them a better sense of the probability of loss can correct one prob-
lem (overconfidence) only to exacerbate another (selection), in way that might well be 
welfare-reducing. (On the challenges facing behaviorally informed regulation, see also 
 chapter 28 by Sunstein;  chapter 6 by Pi, Parisi, and Luppi; and  chapter 7 by Mitchell in 
this volume.)

The moral of these examples is not that behavioral economics offers little or no 
scope for welfare-enhancing intervention. It is rather that when nonstandard 
motivations or imperfect reasoning combine with informational asymmetries, 
policy interventions need to be very carefully tailored to particular circumstances 
in order to be effective; there is no simple route from identifying a behavioral flaw 
(itself a complicated endeavor) to recommending an appropriate regulatory policy. 
We illustrate this conclusion below, in our analysis of low deductible homeown-
ers’ insurance and extended warranties. Both forms of insurance are a bad buy in 
expected utility terms, but an equilibrium analysis suggests very different regula-
tory responses.
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4 Two Examples

In this section, we offer a more detailed behavioral analysis of two kinds of insurance, 
extended warranties for consumer products and low-deductible homeowners insur-
ance. Both markets reveal significant anomalies: many consumers make choices that 
are essentially incompatible with rational behavior. And yet the equilibrium that 
results, and the scope for policy interventions, differs widely across these two ostensi-
bly similar situations.

4.1 Extended Warranties for Consumer Products

Extended warranties (EWs) are optional insurance contracts that are sold with many 
products to supplement the standard warranty provided by the manufacturer (they are 
entirely distinct from ordinary warranties that are provided by the manufacturer and 
that serve as a signal of product quality; see Spence 1977; Priest 1981). Since they are 
essentially unregulated, it is difficult to know the dollar value of EWs sold each year, 
but estimates are in the range of $16 billion for the United States (Baker and Siegelman 
2013).

Extended warranties are the quintessential bad deal (at least for a rational, expected 
utility maximizer) for two related reasons. First, a rational person should not demand 
insurance for losses that are small relative to his or her wealth, even if he or she is 
risk-averse. As several distinguished economists have noted, classical risk-aversion 
stems from—indeed, it just is—the declining marginal utility of wealth. But a small 
loss, by definition, doesn’t change wealth very much, and so it simply can’t change the 
marginal utility of wealth by much either (Arrow 1971b; Pratt 1964; Rabin and Thaler 
2001). The demand for insurance arises because a dollar of premium paid in the no-loss 
state when wealth is high is worth less (in utility) than a dollar of payment received in 
the loss-state (when wealth is low). Even if one’s flat screen TV set blows up one year 
after purchase, the loss of one or two thousand dollars should not “move” the marginal 
utility of wealth by very much for most people. Demand for EWs thus cannot plausibly 
be attributed to classical risk aversion: whatever the reason for a buying an EW, nobody 
could be risk-averse enough to justify the purchase for a small-value item. Indeed, 
recent experimental evidence (Huysentruyt and Reed 2010; Jindal 2013) suggests that 
EW purchases are much more driven by loss- or regret-aversion, rather than a rational 
calculation of the expected utility gained from the purchase.

The second reason why EWs are such a bad deal is that they are exceedingly expen-
sive. Estimates vary, but profits on EWs are many times higher than on standard insur-
ance policies, and loss ratios (payouts to premiums collected) are often staggeringly 
low (Baker and Siegelman 2013; UK Competition Commission 2005).
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There are thus two puzzles about EWs: why do people want them at all, and even if 
they do, why don’t the forces of competition push the profits on EWs down to normal 
levels. Behavioral economics offers compelling answers to both these questions.

4.1.1 What Explains the Demand for EWs?
Behavioral analysis offers a wide range of explanations for consumers’ irrational pur-
chase of extended warranties. Indeed, there are so many plausible stories that dis-
tinguishing between them is quite difficult. Fortunately, however, the normative 
conclusions appear to be independent of the particular mechanism involved.

One possible story involves “regret aversion,” under which people (know now that 
they) will feel bad in the future if a choice they have made today works out badly, even 
if it was appropriate at the time it was made. Theoretical work by Michael Braun and 
Alexander Muermann (2004) shows that regret aversion leads people to purchase 
insurance for low-value losses: when insurance is available, is not purchased, and a loss 
occurs, a regret-averse person will feel this loss very heavily, since she could have cho-
sen to buy insurance but did not.

Another variation on this theme is the idea that utility is not simply a function 
of final wealth, but depends on whether that final wealth is framed or experienced 
as a gain or a loss relative to some reference point (Kahneman and Tversky 1979). 
According to Kahneman and Tversky’s prospect theory, this reference dependence 
is accompanied by loss aversion and diminishing sensitivity. Loss aversion is the 
phenomenon that losses loom larger than gains: people hate to lose more than they 
like to gain ( chapter 11 by Zamir in this volume). Parting with goods that are held for 
exchange, such as money, is not, however, perceived as a loss, but rather as a “cost” 
(Novemsky and Kahneman 2005). Diminishing sensitivity means that people value 
the first dollar of a gain the most and each additional dollar of gain less. At the same 
time, people hate the first dollar of a loss more than any additional dollar. In other 
words, they have a declining marginal disutility of loss that mirrors their declining 
marginal utility of gains. All this means that people will often pay dearly to avoid even 
a small loss (Johnson et al. 1993). In the add-on insurance context, that translates into 
paying what feels like a small additional cost to avoid the emotional distress associated 
with a larger future loss.

There are still other behavioral explanations for the irrational willingness to buy 
extended warranties, including those based on nonlinear “probability weighting” 
(Kahneman and Tversky 1979; Barberis 2013) (meaning that small loss probabilities 
are exaggerated relative to their true value, while larger ones are understated); and 
of course several explanations could be operating at the same time. Distinguishing 
between them is extraordinarily difficult, although one recent attempt to do so 
using experimental data and statistical methods concludes that loss aversion is 
the most significant driver of EW purchases (Jindal 2013). Our sense is that while 
a precise understanding of consumers’ motivations is a worthwhile objective, 
what really matters, at least in this context, is that EWs are a bad deal for a rational 
consumer.
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4.1.2 What Explains the High Profit Margins on EWs?

For an explanation of why competition among retailers fails to reduce the profit margin 
on EWs, we rely on the well-known “shrouded pricing” model of two-stage purchases 
first developed by Gabaix and Laibson (2006). We summarize that model here, stress-
ing its prediction that when some actors are subject to a plausible behavioral anom-
aly, inefficient and discriminatory terms can survive in equilibrium. It is important 
to note that this result is at odds with the traditional story of equilibrium in markets 
with rational but imperfectly informed consumers (Schwartz and Wilde 1979, 653). In 
the standard account, “the presence of at least some consumer search in a market cre-
ates the possibility of a ‘pecuniary externality’: persons who search sometimes protect 
nonsearchers from overreaching firms.” Moreover, in Schwartz and Wilde’s simulation 
model, if at least one-third of consumers undertake comparison shopping, the market 
price will be close to the competitive price in market where all consumers are informed.

In the shrouding model, a consumer has to make an initial purchase, and then 
optionally makes a secondary purchase that is somehow tied to the first. Gabaix and 
Laibson use examples such as a laser printer and replacement cartridges, a hotel room 
and telephone charges, or a car rental and a collision damage waiver. There are two 
kinds of consumers in their model—“myopes,” who don’t think about the possibility of 
future “add-ons” when they make their initial purchase, and “sophisticates,” who do. 
The initial purchase is made in a competitive market, where all stage 1 prices of all sell-
ers are completely observable; but the first purchase exposes the buyer to a subsequent 
purchase from the same seller, in a potentially noncompetitive market in which the 
price is unobservable at the time the initial purchase is made (unless one inquires about 
it).

As Gabaix and Laibson observe, the second-stage price is often significantly above 
the marginal cost of providing the good or service. That is certainly the case for 
extended warranties, where sellers earn margins that are unheard of in virtually any 
other line of insurance. We think it is helpful to think of the second-stage purchase as 
taking place in a “situational monopoly” in which the seller has a captive market for 
that part of the purchase. One could presumably buy an extended warranty separately 
from the primary purchase, but this turns out to be very rare in practice, with the result 
that extended warranties are sold at decidedly supracompetitive, monopoly-like prices. 
The shrouded pricing model provides an explanation for why.

Suppose a firm tries to compete by offering a lower second-stage price than its 
rival—for example, on extended warranties—and by alerting potential customers to 
the fact that its rivals charge more (“come buy from us—we charge less for our war-
ranties”). Doing so has several consequences. First, the fact that the overall market is 
competitive means that the firm offering cheaper warranties would have to charge a 
higher price for the first-stage product—otherwise, the discounter would earn negative 
profits and would prefer to exit the industry. Second, the discounter’s announcement 
educates its rivals’ sophisticated consumers, alerting them to the fact that cheaper war-
ranties are possible. But ironically, this means that rivals’ customers will all prefer to 
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stay where they are, rather than switch to the discounter. Sophisticated customers will 
want to stick with the rival to obtain the lower base charge, and will avoid the rival’s 
high add-on charges by substituting a competitively supplied extended warranty for 
that offered by the seller; or, better yet, by not buying one at all and relying instead on 
savings or a credit card (which provides the liquidity needed to purchase a replace-
ment and, in some cases, may include limited warranty protection on purchases made 
with the card) to replace the product if it breaks. Importantly, however, this advertis-
ing will have no effect on rivals’ myopic consumers, who aren’t paying attention to 
the second-stage transaction at all. Thus, competitive attempts to unmask rivals’ high 
add-on prices will only succeed in transferring benefits from the rival to the rival’s 
sophisticated customers, and will not do anything for the firm providing the educa-
tional information at all. Hence, there will be no reason for any firm to unmask its 
rivals’ high add-on fees, which can then persist in equilibrium.

4.1.3 Insights from the Shrouded Pricing Model
The shrouding model offers several important insights for the application of behav-
ioral economics to the regulation of insurance. Most significantly, it shows how behav-
ioral “flaws” don’t just influence the consumer’s decision about what/how much to buy. 
These flaws also shape the structure of competition between firms and the resultant 
market equilibrium. An analysis that focuses only on consumers’ deviations from 
perfect rationality (or nonstandard preferences) will miss the important properties of 
the equilibrium that results. Sadly, there is thus no shortcut from behavioral anomaly 
directly to policy recommendations:  rather, as the previous examples also demon-
strate, the behavioral anomalies have to be inserted into an overall model of market 
functioning to predict how policy can influence welfare.

The shrouding model also helps explain why the enhanced disclosure approach to 
extended warranty overcharges proposed by the UK Competition Commission failed 
so dramatically. After an impressive empirical analysis of the market for EWs in the 
UK, the Competition Commission decided to require advertising of the extended 
warranty price along with the price of the covered product, thereby allowing consum-
ers to shop on the basis of the combined price; the Commission also proposed further 
reforms of the sales process designed to reduce the likelihood that customer would 
be pressured into buying an EW (UK Competition Commission 2003). Along with 
some other reforms, the Commission’s proposals were adopted by regulation, effec-
tive April 2005.4

yet profits from extended warranties on consumer electronic products in the UK 
continue to be very high, despite the reforms, and the UK Office of Fair Trading still 
sees the market as “unfair and uncompetitive” (Neate 2011). Just as the shrouded pric-
ing model would predict, disclosure did not work. True, prices of extended warranties 

4 http://www.competition-commission.org.uk/inquiries/completed/2003/warranty/index.htm; 
http://www.legislation.gov.uk/uksi/2005/37/contents/made (the regulation as adopted allowed for a 
45-day cancellation period).

 

http://www.competition-commission.org.uk/inquiries/completed/2003/warranty/index.htm
http://www.legislation.gov.uk/uksi/2005/37/contents/made
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have declined at traditional retailers since the reforms. But that appears to be the result 
of competition from internet retailers and big box stores (Office of Fair Trading 2008). 
The Office of Fair Trading’s follow-up investigation concluded that disclosure was not 
working and recommended, instead, an information technology solution that would 
eliminate the situational monopoly (Office of Fair Trading 2012). British retailers 
recently accepted that recommendation as an “agreed remedy,” perhaps to avoid the 
ban that we recommend for extended warranties in the add-on context.

Exactly why disclosure failed is ultimately an empirical question, but the shrouding 
model would say that myopic consumers ignored the disclosures, while rational con-
sumers reasoned that lower warranty prices must mean higher up-front prices, so that 
disclosure would not in fact enhance competition over customers.

Equilibrium analysis also bears on the paternalism problem, voiced by Dan Schwarcz 
(2010). Suppose we concede that consumers are not “mistaken” in many insurance pur-
chasing decisions and that, instead, they are motivated to purchase credit life insur-
ance, flight insurance, collision damage waivers, or extended warranties by genuine 
(albeit “nonstandard”) fears or anxieties. It does not follow that consumers should 
overpay for the insurance they purchase, as the shrouding model predicts and the evi-
dence strongly suggests is the case. In other words, an equilibrium behavioral analysis 
might still suggest a market failure that regulation could potentially address, even if 
insurance is purchased for “legitimate but non-standard” reasons such as regret- or 
loss-aversion. The market failure arises not from consumer motivations per se; it arises 
from the way such motivations shape the resultant market equilibrium and reduce the 
ability of competitive market forces to present consumers with prices that closely track 
the cost of providing the service (see also Baker and Siegelman 2013).

4.2 Low-Deductible Homeowners Insurance

Consumers’ choice of deductible in homeowner’s insurance provides a second com-
pelling example of the kinds of problems we have been discussing. Research by Justin 
Sydnor (2010) conclusively demonstrates that many policyholders choose deductibles 
that are much too low to be justified as the decision of a rational, risk-averse actor. 
Sydnor uses data from one large insurer to demonstrate that 83% of consumers choose 
a deductible that is dramatically too small to be justified by any reasonable level of 
risk aversion or future expected claims. For example, many consumers chose a $500 
deductible, rather than the $1,000 deductible they might have picked instead. Given 
typical claiming rates, the average expected monetary benefit from the additional cov-
erage was only about $20, but its additional cost was about five times more than that. In 
other words, consumers paid $100 to receive an expected $20 monetary benefit (Sydnor 
2010, 196).

Sydnor’s was an observational study, which limited his ability to explain precisely 
why consumers were willing to overpay for a low deductible. But he suggests this find-
ing might be explained by a number of behavioral anomalies, but an obvious candidate 
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would be loss aversion: paying a higher premium in return for a lower deductible “just 
doesn’t feel” like a loss, in the same way that paying out of pocket for an uncovered loss 
(that would have been covered had the policyholder chosen a lower deductible) does 
(see also Johnson et al. 1993).

To justify the lower deductible, a rational consumer would have to have a utility 
function that was so astronomically risk-averse that he would almost literally never 
be able to get out of bed. In quantitative terms, buying the lower deductible is a ratio-
nal economic decision only if one’s coefficient of relative risk aversion is between 1,840 
and 5,064. yet empirical studies estimate plausible values for the coefficient of relative 
risk aversion to be in the single-digit range. Someone with a coefficient of relative risk 
aversion of 5,000 would turn down a bet that offered a 50/50 chance of either losing 
$1,000 or gaining any amount of money (including, say $1,000,000,000,000). (Sydnor 
2010, table 3, 190). Instead, Sydnor’s preferred explanation for the purchase of unrea-
sonably low deductibles is that consumers have inconsistent and imperfectly rational 
preferences that do not match those in the standard economic account. “Feelings about 
money given up for a purchase are segregated from attitudes towards surprise losses,” 
such that “loss aversion affects attitudes towards money paid when an accident hap-
pens (i.e., the deductible) but not the amount of money paid up front for the policy” 
(Sydnor 2010, 196).

Whatever the explanation for this choice, the purchase of “excess” deductibles 
appears to be costly to consumers: Sydnor estimates that other things equal, “home-
owners could expect to save roughly $4.8 billion per year by holding the highest 
available deductible.” (One might think of the $4.8 billion as money well spent given 
consumers’ actual, if inconsistent, preferences. Alternatively, the $4.8 billion might be 
characterized as a cost of irrationality that society ought to take steps to overcome.). 
But as Sydnor points out, this analysis can be seriously misleading as a guide for reg-
ulation, because it ignores the way markets equilibrate. Consistent with competition 
among suppliers, the insurer he studied did not appear to earn excess profits on its 
low-deductible policies, even though consumers “overpaid” for these policies relative 
to the expected value of the low deductible. This is because low-deductible consum-
ers had higher claim rates, presumably due to the presence of adverse selection. The 
low-deductible consumers, who had private information about their own elevated like-
lihood of making a claim, chose policies that reflected this information, even though 
the additional expected claims were not “worth” the cost of the additional coverage. 
In fact, those with a $500 deductible had about a 50% higher claim rate (between 3% 
and 3.5% per year) than those with a $1,000 deductible (only about 2% of whom made 
a claim each year), by various measures that controlled for the fact that people with a 
$1,000 deductible cannot make a claim for a $900 loss (Sydnor 2010, 198; it is important 
to control for the fact that those with a lower deductible can make claims for amounts 
between $500 and $1,000 that those with a higher deductible cannot; thus, it is appro-
priate to use the rate of claims in excess of the higher deductible for this comparison). 
Thus, if the low-deductible policies were to be eliminated, the equilibrium would look 
very different and might not exist at all.
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I may be able to get a better view at the ball game if I stand up, but this does not imply 
that everyone can simultaneously get a better view if we all do so. Similarly, Sydnor 
(2010, 198) concludes that “[i] ndividual consumers could benefit financially by avoid-
ing over-insuring modest risk. However, if all homeowners changed their behavior, 
the company would likely need to raise insurance costs or create a new higher deduct-
ible in order to separate the more and less risky consumers. . . . If all consumers had 
standard risk preferences, the new market equilibrium would not necessarily be 
welfare-improving for the customers.”

5 Conclusion

As we noted at the outset, extended warranties and low-deductible homeowners 
insurance are ideal examples for evaluating the potential contributions of behavioral 
economics to insurance regulation. The market outcomes sharply diverge from the 
predictions of expected utility theory, and we understand the institutional context suf-
ficiently well to conclude that the divergence reflects nonrational behavior. In addition, 
behavioral economics provides a reasonably well-grounded set of explanations for the 
observed behavior, posing a clear challenge to expected utility as a positive theory. 
Both examples thus present difficult, practical, and generalizable problems for regu-
lators: how should policymakers respond when consumers apparently “want” (or at 
least, are willing to pay for) something that a rational person would not choose to buy? 
What, if any, forms of regulation are likely to be effective and desirable under these 
conditions?

We conclude that even though it does not explain actual consumer behavior very 
well, expected utility theory may serve as an acceptable descriptive basis for nor-
mative policy evaluation. Insurance consumers are clearly willing to pay much too 
much for products they shouldn’t want at all, and behavioral economics offers pow-
erful explanations for why this should be so. As has long been noted (Kunreuther 
and Pauly 2005; Kunreuther, Pauly, and McMorrow 2013; Cutler and Zeckhauser 
2004) there are parallel anomalies involving the opposite form of behavior: consum-
ers fail to purchase certain kinds of insurance for large losses, even when that insur-
ance is available at subsidized rates that make it better than actuarially fair. We do 
not discuss these anomalies here, but we believe our approach is applicable in those 
contexts as well.

How, then, should regulators respond to such irrational behavior? One possibil-
ity is simply to ignore consumers’ motivations, relying on a “revealed preference” 
approach that presumes that if consumers are willing to pay for something, their wel-
fare is enhanced by purchasing it, even if no rational person would make this choice. 
We think that insurance products that so dramatically fail the rational expected utility 
maximizer’s cost-benefit calculus are not worthy of this respect. They are bad deals, 
and we suspect that the high-pressure and deceptive tactics used to sell them explain a 
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large fraction of the demand for such products (on the exploitation of consumer biases 
by suppliers; see generally  chapter 18 by Bar-Gill in this volume).

For extended warranties we advocate paternalist regulation of the strongest 
kind: prohibiting their sale, at the very least in the contexts in which people presently 
are most likely to buy them (Baker and Siegelman 2013). (For the full explanation, 
readers will have to consult our paper. One intuition is that a mandatory rule elimi-
nates regret aversion because there is nothing to regret any more.) For low-deductible 
homeowners’ insurance, we advocate leaving the market alone. The difference is not 
because people are making good, or even well-informed, choices in one context but 
not the other. The difference lies in the equilibrium effects of the choices in these two 
markets.

As these examples illustrate, the most significant regulatory payoffs from the 
encounter between behavioral economics and insurance have not come from a more 
precise understanding of the motives for buying insurance or from advances in identi-
fying what constitutes “good” insurance or the ultimate goals of insurance regulation.5 
Rather, the benefits have come from advances in the understanding of the equilibrium 
that results when real—incompletely rational—people buy insurance.

A recent paper by Handel (2013) beautifully illustrates the central theme of this chap-
ter: deviations from rational behavior that might be welfare-reducing in standard mar-
ket settings (or when considered in isolation) may actually be welfare-enhancing in 
insurance market equilibrium. Handel examines “inertia” in individuals’ choice of 
employer-provided health insurance plans. (Although his analysis does not identify 
a particular cognitive failure that gives rise to this inertia, it is not difficult to imagine 
several behavioral explanations.) He finds compelling empirical evidence that people 
tend to stick with a given plan, even if other offerings are clearly better for them: such 
inertia “causes an average employee to forgo $2,032 annually,” a substantial fraction 
of the $4,500 that an average employee’s family spends each year (Handel 2013, 2645). 
Inertia obviously leads to individual welfare losses. But its upside is that it reduces 
adverse selection, precisely because it retards consumers’ tendency to utilize their 
informational advantage in choosing the insurance plan that is best for them. A welfare 
analysis that combines both consumer inertia and adverse selection requires a model 
of how insurers would alter pricing in response to selection pressures. After developing 
and tested such a model, Handel concludes that “where insurance prices endogenously 
respond to different enrollment and cost patterns,.  .  . [an intervention that] reduces 
inertia by three-quarters. . . improves consumer choices conditional on prices, but. . . 
also exacerbates adverse selection, leading to a 7.7% reduction in welfare” (Handel 2013, 
2646; emph. added). The bottom line is simple, if paradoxical: given the complexities of 
insurance market equilibria, behavioral failings can actually increase welfare. There is 

5 We do not mean to imply by this that behavioral research is, or should be, directed at determining 
what is “good” insurance. Behavioral decision research often lacks such a normative ambition.
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thus no warrant for believing that “correcting” irrational behavior in insurance mar-
kets is justified on efficiency grounds.

Others have made this point before, but it is worth emphasizing: behavioral decision 
research has normative implications, but those implications are largely in the realm of 
means not ends. Eventually, behavioral economics may lead to a new understanding of 
what constitutes “good” insurance, but the “behavioral” part of behavioral economics 
has not produced a widely accepted alternative to expected utility theory as a norma-
tive guide. (This is not a criticism of behavioral economics.) For the moment at least, 
what the behavioral turn can do is help policymakers design better tools for achiev-
ing the ends that any pertinent normative theory identifies. For the insurance field, 
the payoff lies in devising ways to help consumers choose good insurance products, 
identifying situations in which they are so unlikely to make good choices that stronger 
regulation is justified, and, with appropriate attention to equilibrium analysis, guiding 
policymakers in designing regulatory strategies, such as those addressing the extended 
warranty market.

What we have learned from working through these examples extends beyond insur-
ance. Behavioral economics does provide scope for welfare-enhancing interventions. 
But once we admit the existence of nonstandard motivations or imperfect reasoning, 
those interventions must be very carefully tailored to particular circumstances in 
order to be effective. There is no simple route from identifying a nonstandard motiva-
tion or a “flaw” in reasoning to recommending an appropriate regulatory policy. Put 
perhaps too simply, we need psychology to identify how people reason, economics to 
understand the consequences of that behavior for market equilibrium, and law and 
other disciplines that reward detailed institutional knowledge to incorporate these 
insights into regulatory strategies that have a chance of moving the market toward a 
new, welfare-enhancing equilibrium.
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CHAPTER 20

T H E EN D OF CON T R AC TA R I A N ISM?
Behavioral Economics and the Law of Corporations

K ENT GR EENFIELD

1 Introduction

For a generation, the law of corporations depended on, and sprang from, a notion 
of economic rationality. This rationality took as its touchstone the efficiency of 
the marketplace (especially the securities market) and the predictability of the 
utility-maximizing behavior of the various actors. These assumptions undergirded 
both the doctrinal innovations and the academic conceptualizations of the field 
(Easterbrook and Fischel 1991), leading to a prioritization of contractarian reasoning 
in chancery courts and corporate law classrooms (Marnet 2008). The judicial enforce-
ment of traditional fiduciary duties melted away, as markets themselves came to be 
seen as the primary method of keeping management careful and loyal. Disclosure was 
vested with the mantle of favored regulatory mechanism, since the dominant assump-
tion was that investors armed with information needed no other protection from cor-
porate negligence or malfeasance.

Behavioral economics began to be taken seriously in the legal academy in the last 
decade of the twentieth century (Jolls, Sunstein, and Thaler 1998; Langevoort 1998; 
Korobkin and Ulen 2000), and by the early 2000s was beginning to gain traction in 
corporate law scholarship (Langevoort 2000; Blair and Stout 2001; Greenfield 2002). 
Though corporate and securities law was perhaps the last bastion in the legal academy 
of the assumptions of neoclassical economics (Arlen, Spitzer, and Talley 2002), it is safe 
to say that the global financial crisis of 2007–8 finally marked the end of the glory days 
of homo economicus. If a stalwart of the rationality school such as former chairman of 
the US Federal Reserve Alan Greenspan was forced to admit that he had “found a flaw” 
in his theory of the free market (Andrews 2008), then few absolutists were left indeed.
Now, behavioral economics can claim victory, at least in the academy. As Russell 
Korobkin opined in 2011, “the battle to separate the economic analysis of legal rules 
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and institutions from the straightjacket of strict rational-choice assumptions has been 
won” (Korobkin 2011, p. 1655). The evidence of the persistence and ubiquity of so-called 
irrationalities is so pervasive, replicable, and defensible that the primary debate is no 
longer between behaviorists and those who would defend “the traditional faith in indi-
vidual optimization as a core analytical assumption of legal analysis” (Korobkin 2011, 
p. 1656). Instead the debate is over what to do with, and about, the spoils of victory.

This chapter will offer some thinking in that regard in connection with corporate 
and securities law. To begin, the chapter will describe some of the ways in which eco-
nomic rationality influenced corporate law doctrine and scholarship during its hey-
day. This backward nod is helpful in defining possible implications for the weakening 
of the rationality assumptions later. Section 2 focuses on the difficulty of develop-
ing behavioral research in the area of corporate governance, arguing that the main 
behavioral innovation is a move away from libertarianism toward regulatory “agnos-
ticism.” In section 3, I will discuss what I believe to be the most profound potential 
implication of behavioral scholarship on corporate governance:  using insights on 
the decision-making of groups to bolster the argument that board homogeneity is a 
danger, and that increased board diversity of various kinds is likely to improve board 
performance.

2 Choice and Voluntariness in 
Contractarian Corporate Law

Behavioral economics presented a profound challenge to corporate law, since much of 
it was based on “the Coasean prediction” that the law can and should presumptively 
rely on the decisions of private parties “to allocate rights and obligations optimally” 
(Arlen, Spitzer, and Talley 2002, p. 2). This contractarian conception of corporate law 
was dominant for several decades, and while there were scholars who offered dissents 
(Brudney 1997) or caveats (Bebchuk, Cohen, and Ferrell 2002), the trends and funda-
mental ideas were clear.

The corporation was seen as a nexus of contracts among a host of different contribu-
tors. Shareholders were not seen as owners to which fiduciary duties were owed because 
of their status; instead they were simply contributors of capital who, in a sense, gained 
legal protection through negotiation and purchase. Managerial obligations were 
derived from explicit, implicit, or default contractual terms between management and 
shareholders, not from any conception of fiduciary obligation deriving from property, 
agency, or trust law concepts. Law, it was argued, should not dictate the obligations 
among a corporate contract’s parties because each party was assumed to know her own 
interests and to protect them through bargaining and exchange. Developments in cor-
porate law and in corporate charters were assumed to trend toward efficiency, since any 
inefficiency would cause participants in those arrangements to change the terms of the 
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bargain over time in order to maximize their utility and avoid losses (Easterbrook and 
Fischel 1991). The dedication to private ordering was sufficiently deep that corporate 
law came to be even more contractarian than contract law itself (Brudney 1997), in that 
it recognized fewer behavior-based exceptions to private ordering such as unconscio-
nability (Greenfield 2011b).

2.1 Judicial Deference

One of the main implications of contractarian theory was the pervasive deference 
courts showed to the decisions of corporate executives. Courts stepped aside, con-
vinced that the arrangements among the various parties were voluntary and that the 
market itself would correct any mistakes. Perhaps the best statement of these judicial 
assumptions appears in Judge Ralph Winter’s famous opinion for the Second Circuit 
in Joy v. North (692 F.2d. 880 (1982)), one of the earliest case-law articulations of the 
contractarian model (an opinion still appearing in many leading corporate law case-
books). Explaining why shareholders should not be able to win a fiduciary-duty suit 
brought against negligent directors, Judge Winter posited that shareholders had cho-
sen to take on the risk of directors’ negligent behavior: “[S] hareholders to a very real 
degree voluntarily undertake the risk of bad business judgment” (id., p. 885). They had 
expressed their choice simply by buying the stock. As Judge Winter stated (id.):

Investors need not buy stock, for investment markets offer an array of opportuni-
ties less vulnerable to mistakes in judgment by corporate officers. Nor need inves-
tors buy stock in particular corporations. In the exercise of what is genuinely a 
free choice, the quality of a firm’s management is often decisive and informa-
tion is available from professional advisors. Since shareholders can and do select 
among investments partly on the basis of management, the business judgment rule 
merely recognizes a certain voluntariness in undertaking the risk of bad business 
decisions.

Notice the powerful contractarian view imbedded in this argument. The sharehold-
ers had not entered into an agreement waiving their right to sue the directors for breach 
of fiduciary duty. The question of what the shareholders had agreed to—that is, the 
level of fiduciary duty contained in the corporate “contract” between shareholders and 
management—was the question to be answered by the case. Judge Winter answered it 
by simply noting that the shareholders had purchased stock. That is, investors entered 
into a contract because they acted in a way that brought about consequences they might 
have anticipated. In other words, because people know that some managers make mis-
takes and because people are rational actors, we can assume people accept the risk of 
managerial mistakes when they purchase stock in a company. Shareholders would 
receive a windfall if they were allowed to recover for those mistakes.

This opinion embodied the dominant legal-economic assumptions of the time. 
Three decades on, we can now easily recognize the simplistic and problematic view 
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of human rationality and voluntariness on which this line of argument depends: we 
know what people want because their actions reflect what they want. This view of 
revealed-preferences-as-rationality is so thin that Judge Posner could say in early edi-
tions of his seminal book, “[I] t would not be a solecism to speak of a rational frog” 
(Posner 2003, p. 17).

In a way, the thinness of this view of rationality was its power—courts would not 
need to probe beyond the straightforward query of whether the corporation coerced 
or fraudulently induced an individual into behaving a certain way. If not, and bar-
ring externalities, market asymmetries, or other garden-variety market failures, then 
courts should let things lie.

Given this thin view of rationality and voluntariness, the fact that shareholders 
invested in the firm was evidence that they assumed the risk of whatever managerial 
malfeasance occurred. If they thought malfeasance likely, then they should either not 
have invested or they should have contracted for protections. If they did not protect 
themselves in such ways, they should not expect courts to rescue them after something 
went wrong.

2.2 Academic Defenses

It was not only courts that were taken with the efficiency of the market and the reli-
ability of revealed preferences. These concepts also undergirded the leading academic 
defenses of the contractarian model of corporate law. In the words of Michael Jensen 
and William Meckling, “Contractual relations are the essence of the firm” (Jensen and 
Meckling 1976, p. 310). University of Chicago professor Daniel Fischel argued in one of 
his first descriptions of the nexus-of-contracts version of corporate law that “[b] ecause 
the corporation is a particular type of firm formed by individuals acting voluntarily 
and for their mutual benefit, it can far more reasonably be viewed as the product of 
private contract than as a creature of the state” (Fischel 1982, pp. 1273–74). Corporate 
law should thus provide “off-the-rack” rules that were primarily enabling rather than 
prescriptive and that could be easily contracted around (Easterbrook and Fischel 1991). 
Law should not dictate the details of the obligations among the parties because each 
party is assumed to know her own interests and to protect them best through bargain-
ing and exchange.

Moreover, terms of the corporate “contract,” whether in charters or in state incorpo-
ration statutes, were assumed to be correctly priced through an efficient capital market. 
Because such terms were assumed to have a price associated with them, the complete 
contract was best seen as consensual in that any shareholder who bought the security 
could be deemed to have agreed completely to the contract. “All the terms in corpo-
rate governance are contractual in the sense that they are fully priced in transactions 
among the interested parties” (Easterbrook and Fischel 1991, p. 17). Because sharehold-
ers could learn about companies from information freely available and could sell stock 
in a fluid securities market, it was assumed that those who held a company’s stock 
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voluntarily accepted the risk/return ratio of that security. If the stock tanked, then the 
shareholder could not blame anyone but herself.

Because the corporation was, in Easterbrook and Fischel’s terms, “a voluntary adven-
ture” (1991, p. 12), it became an anachronism to speak of an enforceable fiduciary duty 
in corporate law. The values of and norms of this version of contractarianism (about 
which there was disagreement as a matter of contract doctrine) differed “significantly 
from the values that the fiduciary notion embodie[d]  historically and functionally” 
(Brudney 1997, p. 597). The contractarian move was to characterize fiduciary duties and 
“its traditional strictures” as a form of a contract, and then “invoke the form as a ful-
crum on which to ratchet down the substantive restrictions” (Brudney 1997, p. 597).

The concept of contract and voluntariness was sufficiently dominant that it extended 
beyond shareholders to all stakeholders of the corporation. Everyone involved in 
a company—from creditors to employees, from customers to suppliers—was also 
assumed to be consenting to their involvement. If the parties disliked the terms of the 
“contract” between themselves and the company, they could leave. Not only could 
shareholders sell their shares, but employees could quit, managers could find a differ-
ent company to manage, suppliers could sell their goods elsewhere, and creditors could 
sell their bonds (Macey 1991).

Even the relationship between firms and the state was seen as voluntary, since com-
panies could easily move their capital and, in the United States, their place of incorpo-
ration. If a government jurisdiction sought to impose obligations on firms that went 
beyond the norm created by competing jurisdictions, companies could leave, creat-
ing—depending on who you believed—a regulatory “race to the bottom” (Cary 1974) or 
an efficiency-creating “race to the top” (Easterbrook and Fischel 1991; Romano 1993). 
But regardless of the normative characterization, the success of the contractarian 
mode was clear. Firms did not exist because of a concession from the state; rather firms 
existed outside the state, and their relationships with government entities (whether 
nations, states, or communities) were something they opted into and out of.

This left the corporation completely able to disregard any putative obligation that 
was not explicitly set out in contract, regulation, or common law. According to Fischel 
(1982), corporations should not be held accountable to stakeholders in ways other than 
those explicitly set out in the corporate “contract” because doing so would “disrupt the 
voluntary arrangements that private parties have entered into in forming corporations” 
(p. 1271). Corporations should not be asked to look after the needs of their employees 
either, since workers “must look to their contractual rights rather than invoke fidu-
ciary claims” (Easterbrook and Fischel 1991, p. 91). Further, if employees bargained for 
a certain contract with only limited job security protection (or, more precisely, failed to 
bargain for a contract that had greater protection), “they ought not grumble if they are 
held to their bargains when business goes bad. Each investor must live with the struc-
ture of risks built into the firm. . . it is all a matter of enforcing the contracts. And for 
any employee. . . that means the explicit negotiated contract” (Easterbrook and Fischel 
1991, p. 37).
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Moreover, the absence of protections within the labor contract did not mean, accord-
ing to contractarians, that workers are unable to bargain for those protections. “Rather, 
the absence of contractual protections. . . may simply reflect the fact that [nonshare-
holder] constituencies are unwilling to pay for such protection in the form of lower 
wages” (Easterbrook and Fischel 1991, p. 36). In other words, if workers wanted to be 
the beneficiaries of management’s fiduciary duties, they would have simply bargained 
for such a contractual benefit. Because they had not chosen the protections, they must 
have chosen the lack of protection. The law should respect their choice.

This notion—whether it went by the name of “choice,” “voluntariness,” or “con-
tract”—was based on a set of beliefs about individual autonomy, rationality, and behav-
ior. The assumption was that people actually chose—which was taken to be a mental 
decision of some kind usually followed by some kind of physical manifestation of that 
decision. In the words of Richard Posner, “man is a rational maximizer of his ends 
in life” (Posner 2003, p. 3). Or in the summary of Anita Bernstein, “This individual 
knows what he wants and chooses means to reach his goals” (Bernstein 2005, p. 308). 
But as soon as research accumulated that showed, after genuine inquiries into the sub-
stance of choice, that human behavior was much messier and complex than the theory 
assumed, then it became increasingly clear that the beliefs forming the basis of con-
tractarianism were in fact beliefs. And faith is a poor basis for law.

3 From Libertarianism to Agnosticism 
in Corporate Governance

The principal implication of a dedication to rational-choice assumptions in law is that 
law faces a presumption against its use. A legal regime based on economic rationality 
will tend to disfavor regulatory efforts, except for those thought necessary to protect 
the act of efficient choice, such as antifraud initiatives (Friedman 1962). People protect 
themselves through choice; bad choices are not something with which law should con-
cern itself. Such assumptions “led to conclusions that, more often than not, criticized 
existing legal constraints as unnecessary or inefficient, and offered a deregulatory nor-
mative agenda in place of the legal status quo” (Langevoort 2012, p. 443). With regard to 
corporate governance, this antiregulatory urge meant that courts looked skeptically on 
fiduciary duty suits generally, and when reviewing the merit of various suits narrowed 
the purview and robustness of the traditional notions of the duties of care and loyalty.

As behavioralism has gained traction in the legal academy, the principal implica-
tion of its rise is the erosion of this antiregulatory, libertarian presumption (Korobkin 
2011). This is not to say that behavioralism necessarily leads to greater governmental 
intervention, whether by way of regulation or judicial oversight. Rather, in the words 
of Russell Korobkin, behavioralism replaces the “antiregulation bias” of conventional 
law and economics with an “agnosticism toward regulation” that allows space for a 
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“comparative institutional analysis” of whether regulation of various kinds outper-
forms unregulated markets in different contexts (Korobkin 2011, p. 1659).

Because behavioralism is as messy and indeterminate as the decision-making 
of the human animal, its prescriptive power will necessarily be less than that of the 
simple-but-flawed theory of economic rationality. We can be sure that an antiregu-
latory, libertarian presumption is undeserved, but we are much less sure of the con-
tours of the analytical space now open to us, and what to do within it. As Donald 
Langevoort has said, “deciding what that intervention should be. . . can itself be vex-
ing” (Langevoort 2011, p. 67).

These problems may be particularly acute in the area of corporate governance for two 
reasons. First, there is much secrecy and privacy inherent in business decision-making, 
and it is particularly difficult to observe decision-makers in action. Field studies of 
decisions in economic settings are relatively few (DellaVigna 2009)  and economic 
studies of boards have often neglected actual board behavior (Ees, Gabrielsson, and 
Huse 2009). How much economic rationality, or lack thereof, that any one individual 
or institution will exhibit in any context will depend on a host of factors that will be dif-
ficult to know in the abstract. Langevoort again:

The psychologically prudent answer to any question of how someone, for example 
a CEO in a particular setting or a board of directors involved in group deliberation, 
will think or act is almost always “it depends,” which does not lend itself to particu-
larly bold or confident legal analysis. (Langevoort 2011, p. 66)

Second, there may be reason to suspect that those who succeed in the business world 
do so because they are able to be more economically “rational” than the subjects of the 
myriad behavioral experiments that undermine rationality’s place as a more general 
predictive device (Tor 2013; Langevoort 2012; Romano 1986). If true, then economic 
rationality may have more predictive power within corporate analysis than in other 
areas of the law. And even if this suspicion is only somewhat borne out in experience, 
the variability of the regulatory outputs of behavioral analysis will be greater in corpo-
rate governance than in other areas of law and inquiry.

Langevoort answers this concern by arguing that corporate managers may be subject 
to greater cognitive errors than the general population with regard to overconfidence, 
sunk cost bias (an attachment to past decisions, even when wrong), and attribution 
error (assuming success comes from one’s own doing rather than luck) (Langevoort 
2012). For example, because of the nature of competitive tournaments for promotion 
and financial gain within firms, overconfidence may be “highly adaptive” within the 
corporate setting (Langevoort 2012, 2007; Tor 2013). Successful risk taking is rewarded, 
even if ex ante the risks are poor ones. And if there are enough people in the tour-
nament, the winner will have been the overconfident one accepting the unreasonable 
risks. Across all firms the “winners” at the top of the corporate hierarchies are the ones 
that most exhibit overconfidence and irrational tolerances for risk.

Despite these difficulties, behavioral scholars are making genuine progress in ana-
lyzing the workings of business firms and the securities markets, building an extensive 
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literature. A number of possible regulatory and judicial responses to predictable behav-
ioral phenomena have been identified and described.

One class of behavioral phenomena that has numerous implications for both corpo-
rate governance and securities law is the problem of irrational overconfidence (or the 
less elegantly described overoptimism), which occurs when an individual or a group 
has a falsely inflated expectation of the chances of success arising from any particu-
lar decision. The inflation of expectations can arise from a number of different phe-
nomena. These include the tendency of humans to underestimate the likelihood of 
small risks, to overestimate the likelihood of salient risks (either because of recency or 
emotional impact), and to misjudge risks because of confirmation bias (ignoring facts 
that do not fit with one’s previous opinion or worldview, and prioritizing facts that do) 
(Thaler and Sunstein 2008; Griffin and Brenner 2004; Kahneman, Slovic, and Tversky 
1982; Kahneman and Tversky 1973).

An example of these behavioral phenomena that relates to securities regulation per-
tains to the predominance and persistence of favorable recommendations by sell-side 
securities analysts (Langevoort 2012; Fisch and Sale 2003). Under traditional, nonbe-
havioral analysis, this problem is seen as a product of conflict of interest, arising from 
either collusion between the analysts and the companies whose stock is being pushed, 
or a desire on the part of analysts to endear themselves with issuers in order to gain 
their business. The behavioral insight is that instead of (or in addition to) being a prod-
uct of conflict of interest, the optimism with regard to securities may be the product of 
natural selection within the industry. The company issuing the security may reward an 
analyst showing enthusiasm about a particular security with greater access to informa-
tion, giving the analyst an edge in the marketplace. And if the risks pay off, the analyst’s 
enthusiasm will result in a greater halo effect, which increases the probability that the 
analyst’s favorable recommendations will be followed, which will in turn benefit the 
company.

If the traditional conflict-of-interest explanation for the predominance of favorable 
recommendations is more correct, then the law should focus on regulatory responses 
that depend on disclosure of conflicts and possibly the certification of honesty and good 
faith on the part of the analyst. A measure of the importance of behavioral research is 
how poorly these regulatory responses would respond to the problem if based not on 
conflict but on overoptimism. An overly optimistic analyst may not be motivated by 
conflicts and is not being dishonest, yet might be wrongly accused of either in a legal 
regime that presumes such motivations from persistently favorable recommendations 
(Langevoort 2012). A proper regulatory response would fixate less on honesty and good 
faith and more on education of all parties of the dangers from, and ubiquity of, overly 
favorable recommendations.

Overconfidence also skews investment decisions, both by individuals and by firms 
(Ferris, Jayaraman and Sabherwal 2013; Gervais, Heaton, and Odean 2011; Chuang 
and Lee 2006). For example, banks with overconfident CEOs take greater risks than 
their peers, and “top-performing mutual fund managers tend to trade more follow-
ing their success—to a degree not explained by other factors—and exhibit worse 
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performance when they do so” (Tor 2013, p.  60). The overconfidence of executives 
affects both their investment and financing decisions on behalf of their companies (Tor 
2013; Malmendier, Tate, and yan 2007; Paredes 2005). It also “helps explain the volume, 
type, and financing of mergers and acquisitions activity” and is “linked to aggressive 
accounting and an increased likelihood of financial misreporting” (Tor 2013, p. 60; see 
also Roll 1986). Overconfident managers also underestimate the risk of bankruptcy and 
are overconfident about their ability to avoid liquidation (Dickerson 2003).

Overconfidence, when linked with confirmation bias, can be particularly destruc-
tive in the corporate setting (Hamann 2013). Confirmation bias will lead to mistaken 
views of the firm’s strategic position, and overconfidence will lead managers to be 
“heavily invested in those beliefs, and hence disinclined to seek out information that 
would suggest that they might be wrong” (Langevoort 2001, p. 803). Scholars have 
pointed to a number of famously poor decisions brought about by these skewed per-
ceptions on the part of managers: the failure of the U.S. automobile industry in the 
1980s to understand the potential strength of their Japanese competitors (Levinson 
1994); the early financial difficulties of Disneyland Paris in the 1990s caused by 
an overestimation of potential attendance (Hall 2007); fraud allegations at Apple, 
TimeWarner, and Polaroid (Langevoort 1997); and the general “underperformance of 
companies undertaking mergers” (DellaVigna 2009, p. 342) caused by the hubris of 
their executives.

One possible legal implication of these phenomena is that courts should be less eager 
to depend on the business judgment rule—a presumption of correctness applied to 
managerial decisions that are informed and not self-interested—in adjudicating claims 
arising from alleged firm mismanagement. Judicial focus on whether the managerial 
decision-makers are adequately informed and whether they are burdened by con-
flicts of interest will not capture defects in decision-making arising from overconfi-
dence (or other biases), even when such defects have potentially disastrous effects on 
the firm. Behavioral research thus suggests that a more searching inquiry by courts 
into the substance of business decisions may be appropriate, at least in those instances 
in which effective (and cognitively unbiased) court scrutiny can counteract defects in 
decision-making ex post or deter them ex ante.

Behavioral research has also been very powerful in undermining the notion that 
securities priced in a fluid market reflect the true, fundamental value of the underlying 
companies (Stout 2003). This belief in the accuracy of capital market prices underlies 
many different aspects of corporate and securities law, from the rules of corporate con-
solidations to the regulatory salience of disclosure. For example, with regard to hostile 
merger situations, the less confidence one has in market prices the less one can trust 
individual shareholders to make rational decisions about whether to tender into a hos-
tile bid, and the more likely management on both sides will make mistakes in mak-
ing or responding to bids (Langevoort 2011). With regard to securities litigation, courts 
determine liability for alleged frauds in part by deciding whether the untruth was 
“material” to the typical investor, who is often assumed to be economically rational. 
The dissonance between how investors actually behave and rationality assumptions 
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imposed by courts in determining materiality means that courts often fail to protect 
shareholders from fraud (Hoffman 2006; Huang 2005).

More generally, behavioralists are building a strong case that disclosure is an imper-
fect and incomplete regulatory prophylactic. Disclosure does not do all the work that 
rational-choice theory would assume, for a number of reasons. Humans are easily 
overwhelmed by information, so the benefits of disclosure can be erased with informa-
tion overload (Paredes 2003; Korobkin and Ulen 2000;  chapter 28 by Sunstein in this 
volume). The amount of data released in routine financial disclosures, for example, can 
easily swamp most investors’ ability to parse the details. Other behavioral phenomena 
also undermine disclosure as a cure-all. Investors routinely engage in irrational herd-
ing behavior in markets, using the decisions of other investors as indicia of value rather 
than making their own independent judgments based on the disclosed information. 
(Bainbridge 2000). Irrational risk tolerance is another example of a human bias that, 
when present, would undermine the power of disclosure as a prophylactic (Choi and 
Pritchard 2003).

Also, there are data that suggest that disclosure is not only ineffectual but affirma-
tively harmful in some contexts. Persons who disclose conflicts may feel the disclo-
sure, by warning the counterparties of the risk, has given them moral license to act 
selfishly (Langevoort 2012; Cain, Loewenstein, and Moore 2005). Indeed, this phenom-
ena is indicative of a larger point about the limits of voluntariness as a legal talisman. 
If choices are sacrosanct even when constrained or perverse, the powerful party in 
any exchange is incentivized to manipulate and take advantage of the weaker party 
(Greenfield 2011a).

Not only is the dependence on disclosure as a legal tool undermined by its limits—
for behavioral reasons—in protecting investors against their own mistakes ex ante but 
also by its tendency to be misused—for behavioral reasons—by courts ex post. David 
Hoffman suggests that a legal regime that imposes liability on managers who fail to 
disclose a material risk is subject to hindsight bias in adjudicating whether the undis-
closed matter was material (Hoffman 2006). Hindsight bias is simply the notion that 
because something has occurred, it was destined to occur. For example, when a judge 
or jury is faced with the question of whether a fiduciary is liable for failing to disclose 
the risk of a particular event, such questions will be adjudicated only in those situations 
in which the event in fact occurred. Because of hindsight bias, the event’s occurrence 
will irrationally influence the adjudicator’s estimation of whether the risk should have 
been disclosed, even though materiality should be evaluated as of the moment the dis-
closure decision was made. So hindsight bias will tend to lead judges and juries to find 
materiality—and thus liability for failure to disclose—in situations in which the risk 
was in fact immaterial. (The same effect has been identified in other post hoc evalua-
tions of corporate managers’ decisions [Teichman in this volume].)

These examples indicate the profound implications of behavioralism for corporate 
governance and finance. At the very least, they suggest that the earlier fixation on con-
tractarianism and regulatory libertarianism created perverse effects. They also suggest 
the benefits of a possible move toward a more robust regime of genuine, enforceable 
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duties on the part of fiduciaries toward the firm and its investors. At the same time, 
as exemplified by Hoffman’s work, behavioralism can offer insights into the limits of 
judicial oversight. Because judges are subject to behavioral tendencies and deficiencies 
as well, there may be instances in which court oversight will not repair or solve the 
behavioral and cognitive mistakes of corporate managers. This is an area that merits 
significant additional work: can the oversight of judges, given their own behavioral 
and cognitive limitations, cause managers to do a better job given theirs? This question 
is yet to be answered persuasively, which makes Korobkin’s assertion of agnosticism 
quite persuasive, at least at present.

4 Behavioralism and Board Makeup

In my view, the most potentially profound implications of behavioral research for cor-
porate governance relates to the question of whether the structure and makeup of cor-
porate boards (for example, its group decision-making structure, or the homogeneity 
of the decision-makers) suppress or inflate irrationalities.

The structure and makeup of boards are quite important for two reasons. First, the 
fact that the corporation has a sophisticated group decision-maker at the top of the 
structural hierarchy is seen as a distinctive element of the success of the corporation 
as a business form (Chandler 1977; Bainbridge 2002; Greenfield 2008b). The board 
functions as a group decision-maker for the most important questions that the com-
pany faces, and in the words of Stephen Bainbridge, “it seems useful to think of the 
board as a production team” (Bainbridge 2002, p. 8) with decisions being the prod-
uct produced. When working properly, boards offer material benefits as compared to 
solitary, individual decision-makers typical in sole proprietorship or to small groups 
of decision-makers typical in partnerships or similar enterprises. The benefits of 
group decision-making can be significant and in many cases so outpace individual 
decision-making that the success of groups is higher not only than the average indi-
vidual in the group but even higher than the best individual in the group (Bainbridge 
2002, p. 8). The relative success of group decision-makers holds both with regard to 
tasks that have unique correct outcomes and with tasks that require critical evalua-
tive judgment, learning and concept attainment, creativity, and abstract problem solv-
ing (Bainbridge 2002, p. 8; Blinder and Morgan 2005; Surowiecki 2004). In complex 
organizations such as corporations, the benefits of group decision-making may be even 
more profound, since “the effective oversight of an organization exceeds the capabili-
ties of any individual” and “collective knowledge and deliberation are better suited to 
this task” (Forbes and Milliken 1999, p. 490).

Second, the form and process of the board is a central issue in corporate law 
because it is the primary focus of judicial oversight. Courts are typically reluctant to 
second-guess the substantive business judgment of management, so courts instead 
evaluate the propriety of challenged managerial judgments on the basis of the process 
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followed by the board, the information available to it, and its disinterestedness. “[S] o 
long as a sufficiently independent decision-maker within the approved corporate hier-
archy has been given all the material facts and approved some action after due delibera-
tion, the action is beyond serious judicial review” (Langevoort 2012, p. 446).

Traditionally, the disinterestedness obligation of board members was deemed to be 
violated only when decision-makers had some kind of pecuniary interest at stake, or 
had a close family member so interested. The worry, of course, was that corporate lead-
ers were acting on the basis of self-interest rather than for the benefit of the corpora-
tion. Courts and commentators, therefore, often concentrated on the “independence” 
of members of the board, as defined by the lack of employment or financial relationship 
with the company. Decisions made by a board dominated by nonindependent mem-
bers were seen as tainted; decisions validated by independent members were deemed 
trustworthy (Aronson v. Lewis, 473 A.2d 805 (Del. 1984); In re Walt Disney Company 
Derivative Litigation, 906 A.2d 27 (2006)). The academic literature generally looked at 
function more than form, but even there the key question was whether board members 
were sufficiently independent in perspective and attitude to satisfy the board’s moni-
toring obligation (Brudney 1982; Langevoort 2001).

Especially in the light of the judicial focus on structure and process and on eco-
nomic ties as sources of disloyalty, behavioral research revealing predictable flaws 
in group decision-making is likely to pose difficulties for traditional corporate law 
doctrine. For example, behavioral studies have shown significant skewing effects on 
decision-making springing from interests other than the mere economic. That is, 
research is making increasingly clear that the set of motivations that bring into ques-
tion the independence of fiduciaries extends beyond the pecuniary. One such effect is 
that of in-group/out-group identification. When those inside a group—board mem-
bers, for example—are challenged by someone outside the group—a shareholder plain-
tiff alleging a breach of fiduciary duty, for example—they tend to defend and defer to 
their fellow group members (Lane et al. 2007; Blair and Stout 2001; Robinson 1996). 
So even if a group member is independent in that she has no financial interest in the 
conflict, the psychological tendency to align against the challenger will influence her 
review of the merits of the challenge. Another relevant effect is the tendency to defer to 
authority figures (Milgram 1974; Greenfield 2011a). Some have argued that such defer-
ence to authority may cause directors to fail effectively to monitor or challenge power-
ful CEOs (Morck 2008). More generally, any psychological effect that makes it difficult 
for a director truly to provide an independent check on management is largely ignored 
by corporate doctrine, even when decision-making is biased significantly (Hill and 
McDonnell 2007).

In addition, behavioral research has shown predictable defects in decision-making 
that have less to do with self-interest or disloyalty than with other kinds of bias and mis-
take. As mentioned above, group decision-making is thought to be a significant reason 
for the success of corporations as a business form, in part because of a group’s ability 
to improve on the decision-making of individuals by exposing and mitigating bias and 
mistake. But these benefits can vanish, and indeed transform into costs, if the group 
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reinforces bias and submerges mistakes, worsening irrationalities. As Avishalom Tor 
has recently written, “the evidence shows small-groups outperform individual ratio-
nality in some cases but at other times exhibit similar or even more extreme judgmen-
tal biases and decision errors” (Tor 2013, p. 63).

“Groupthink” is the most common example of this phenomenon, and is particu-
larly relevant for corporate governance. “Groupthink” is the label attached to mis-
takes made by institutional decision-makers when the presence of similarly thinking 
participants in a group results in biases being reinforced rather than challenged, 
and mistakes validated rather than exposed (Janis 1983; O’Connor 2003; Hall 2007). 
Another example of group tendencies that worsen decision-making is the inclina-
tion for discussion within groups comprised of individuals with similar worldviews 
and perspectives to harden those perspectives and views. In discussions about politi-
cal issues, for example, groups on the extremes of political discourse become more 
extreme after discussion within the group (Isenberg 1986; Sunstein 2005; Tor 2013). 
These implications are greater within groups that are homogeneous in perspective 
and in racial, gender, and class composition, since “defective decisionmaking” is 
“strongly correlated” with structural flaws such as “insulation and homogeneity” 
(Sunstein 2003). As Jolls and Sunstein have articulated, “erroneous judgments often 
result when deliberations are undertaken by like-minded people” (Jolls and Sunstein 
2006, p. 218).

The worry from a corporate governance perspective is that the quality of the 
decision-making of the board is eroded when its homogeneity and insularity make it 
less likely that ideas will be properly vetted or assumptions appropriately challenged 
(Greenfield 2008b). If a key element of the success of the corporation as a business form 
is the presence of a sophisticated group decision-maker at the top of the business struc-
ture, this success is put at risk when the board suffers from structural or formational 
defects that weaken the decisional process or skews the results.

Like the worry about bias and disloyalty, this concern about the insularity and 
homogeneity of the board is not mitigated by the traditional corporate law insistence 
on board member independence. The mere fact that a board member is not employed 
by the company does not correlate well with the needed diversity of perspective. 
Instead, attention needs to turn to the actual makeup of the board, with the goal of 
using greater board pluralism as a tool to create a board culture that encourages dissent 
and challenge.

If the homogeneity of groups is a reason to worry about the quality of its decisions, 
then the current makeup of most boards is quite flawed. In fact, corporate boards may 
be the least diverse powerful institutions in the United States. Scholars increasingly 
point out the gender and racial homogeneity of boards and executive suites, and the 
dangers to decision-making posed by such narrowness (Fairfax 2011; Branson 2010; 
Broome and Krawiec 2008; Branson 2007; Carbado and Gulati 2004). As recently as 
1996, no woman had ever been the CEO of a Fortune 500 company in the United States. 
Even more recently, women held less than 3% of the CEO positions in the Fortune 1000 
in 2010 (Branson 2010). As of 2012, only six Fortune 500 chief executives are African 
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American, seven are Asian, and six are Latino (Black Entrepreneur Profiles 2012; 
DiversityInc 2011).

The numbers with regard to board membership are no better. As of 2006, 51.2% of US 
corporations had no or only one female director (Branson 2007). Recent data show that 
less than 17% of Fortune 500 board seats are held by women (Catalyst.org 2011), and this 
number inflates the level of true diversity of perspective by double counting women 
who sit on several boards (Branson 2010). In the Fortune 100, men held 82% of board 
seats in 2010; minority men and women together only held approximately 15% of seats 
(Alliance for Board Diversity 2011).

These numbers look particularly poor when considered alongside the research 
showing the necessity for a “critical mass” of minority group members to be present 
before a group’s dynamics change (Konrad, Kramer, and Erkut 2008; Kramer, Konrad, 
and Erkut 2006). Indeed, some research indicates that the presence of a minority whose 
numbers fall below the critical mass are perceived as “tokens,” making the domi-
nant group cohere more, isolating the minority from the rest of the group (Elstad and 
Ladegard 2010; Gustafson 2008; Robertson and Park 2007; Kanter 1977). These studies 
raise the possibility that in the corporate context, boards with some level of diversity 
but that nevertheless fail to reach a “critical mass” will not enjoy the potential ben-
efits of diversity and may still fall victim to the decision-making flaws that spring from 
homogeneity.

In the United States, data about the lack of board diversity are used primarily as part 
of fairly gentle efforts to encourage companies to diversify their leadership. In Europe, 
on the other hand, governments have begun to pressure companies in various ways to 
improve board diversity. France, Spain, and Norway, for example, now require com-
panies to reserve 40% of board seats for women. The UK government recommends 
(but does not require) that women make up at least a quarter of large company boards 
(Werdigier 2011; Elstad and Ladegard 2010).

With these data in mind, the value of more diverse boards is an area where behav-
ioral research is likely to be quite helpful going forward. If diversity does indeed assist 
in debiasing boards, then more diverse boards should experience improvements in 
their decision-making. While the question of how to measure such improvements is 
tricky indeed (especially given the need to distinguish between the direct effects asso-
ciated with adding new groups such as women to boards, and the secondary effects 
associated with diversifying the composition of boards), behavioral research is begin-
ning to amass a fairly convincing set of studies that bolster the hypothesis that diver-
sity improves board (as opposed to company) performance. For example, boards with 
more women have been shown to be more active and independent in monitoring man-
agement, to be more likely to engage with the company’s stakeholders, to show more 
attention to risk oversight and control, and to be more likely to be concerned about 
social responsibility (Brown, Brown, and Anastosopoulos 2002). There is also evidence 
that the presence of women on a board improves the quality of board deliberations 
(Burke and Vinnicombe 2008; Robertson and Park 2007; Huse and Solberg 2006; Van 
der Walt and Ingley 2003), in part by empowering “constructive dissent” that can lead 
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to “board unity,” which is “essential to setting a clear strategic direction and to over-
seeing risk and resources” (Brown, Brown, and Anastosopoulos 2002, p. 5). One nota-
ble finding is that male directors attend more board meetings when the board is more 
gender diverse (Adams and Ferreira 2009). Other recent findings indicate that more 
diverse business teams are able to take advantage of a wider pool of relevant knowledge 
(Hoogendoorn and van Praag 2012). In the words of Aaron Dhir, “establishing a level 
of ‘cognitive diversity’ in the boardroom is. . . a key strategic asset which serves to assist 
the firm in averting the perils and docile conduct associated with groupthink” (Dhir 
2010, p. 595).

Two caveats to this body of research need articulation. The first is that any benefits 
to diversity will have to be measured against the possible costs of diversity, including 
a less streamlined decision-making process and less intragroup trust, at least initially 
(Langevoort 2001). From the standpoint of institutional design (as opposed to justice, 
for example) the goal is to have boards with “enough diversity to encourage the shar-
ing of information and active consideration of alternatives, but enough collegiality to 
sustain mutual commitment and make consensus-reaching practicable” (Langevoort 
2001, pp. 810–11).

The other caveat has to do with the link between board performance and company 
financial performance. Assuming board management matters, we should expect to 
see improvements in board decision-making manifested in improvement in company 
financial performance. To date, however, the evidence as to whether diversity of boards 
leads to measurable improvements in company financial performance is largely equiv-
ocal (Carter et al. 2010; Dhir 2010; Branson 2007; Robertson and Park 2007; Farrell 
and Hersch 2005). Dhir, for example, reports that while some studies find a correlation 
between board diversity and profitability, the causal link is unclear and its direction 
uncertain (Dhir 2010). And even when a causal link is indicated, the data suggest that 
some board functions benefit from diversity while others do not (Dhir 2010).

Of course these equivocal data do not disprove the arguments in favor of board 
diversity. The data might be unclear because the correct “mix” of diversity has yet to be 
calibrated, or it could suggest that the benefits of diversity to board performance accrue 
in ways that do not appear in the financial data in the short term. It is also important 
to note that evaluating the benefits of diversity only in terms of financial data ignores 
diversity’s nonfinancial benefits and undervalues its other rationales (Fairfax 2011; Joo 
2004).

All in all, the research remains undeveloped enough that it is yet unknown how best 
to create the conditions whereby the benefits of diversity are maximized and the costs 
minimized. It seems clear enough that sufficient numbers are necessary to overcome 
the problems of tokenism and self-censorship. Efforts to clarify how best to cure the 
problems of homogeneity are almost certainly to be worth the scholarly and regulatory 
attention.

Finally, it is also worth considering that gender and racial diversities are hardly the 
only kinds of pluralism likely to be effectual in debiasing board decisions and pro-
tecting against groupthink. In fact, class differences may trump racial and gender 
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differences as proxies for distinctiveness of perspective (Fairfax 2005). I have argued 
elsewhere that broadening the board (even by way of mandatory rule) to include direc-
tors elected by employees and other stakeholders would improve board deliberation 
(Greenfield 2006, 2008a, 2008b, 2012), and others have made analogous arguments 
for other stakeholders (yosifon 2009). There is firm-level and country-level data that 
can be cited in support of “co-determined” boards, if not for stakeholder boards 
(Cochon 2011). Some business leaders, for example, have suggested that the resilience 
of Germany in the face of the global financial crisis is owing, at least in part, to German 
companies’ inclusion of employee representatives on supervisory boards (Cochon 
2011). But behavioral research is quite thin in this area, with insights coming from 
extrapolating from behavioral research regarding political differences among mem-
bers of groups, the creation of in-group identity, and the salience of the tendency for 
reciprocity (Greenfield 2006).

As behavioral scholarship on diversity grows in influence and scope, it is worth 
emphasizing that traditional corporate law jurisprudence is unlikely to be sufficiently 
nimble or accommodating to do much about its insights. The board’s own makeup 
falls squarely within the sphere of business judgment toward which US courts gener-
ally genuflect. As of 2010, the Securities and Exchange Commission does require US 
companies to disclose “whether, and if so how, the nominating committee. . . considers 
diversity in identifying nominees for director” (Fairfax 2011), but there is no teeth in the 
provision and the kinds of diversity at issue are few. The Sarbanes-Oxley Act of 2002 
incentivized greater board member independence, especially on auditing committees, 
which some have argued will help with the debiasing project (Jolls and Sunstein 2006). 
But as mentioned above, behavioral research suggests that the independence called for 
is not the kind that will lead to real diversity of perspectives (Marnet 2008). All in all, 
going forward, there is certainly little jurisprudential traction for broadened fiduciary 
duties that would include a nod toward an obligation of greater diversity of various 
kinds. Attention to these issues will depend instead on shareholder activists, enlight-
ened management teams, and further activity by legislators and regulators.

5 Conclusion

In crafting public policy, accurate predictions of human behavior are essential in antic-
ipating the effects of various regulatory options. In adjudicating disputes, accurate 
descriptions of motivations and understandings on which past behavior was based are 
similarly essential in allocating liability and deciding remedy. So whether predicting 
future behavior or judging past behavior, an understanding of human decision-making 
is crucial. The implications of behavioral research are thus significant for many areas 
of public policy and law, since it challenges and upsets the traditional notions of eco-
nomic rationality that have long served as touchstone assumptions on which these pre-
dictions and descriptions were based.
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In corporate and securities law, these implications are likely to be even more pro-
found. Beliefs about the unbounded economic rationality of participants in the “nexus 
of contracts” that was assumed to embody the modern corporation animated views 
about the proper role of courts, the strength of fiduciary duty, the efficiency of securi-
ties markets, the power of disclosure, the obligations toward stakeholders, and even 
whether law itself could be contracted around. So as behavioral research increasingly 
weakens these assumptions, many areas of corporate policy and doctrine will require 
rethinking. Researchers and other academics are further along in this project than are 
courts, but much work remains on all fronts.

Acknowledgments

I thank Eyal Zamir, Doron Teichman, and participants of the conference behavioral 
law and economics at Notre Dame Law School for their helpful comments. This paper 
was supported by the Dean’s Research Fund at Boston College Law School.

References

Adams, R. B., and D. Ferreira. 2009. Women in the boardroom and their impact on gover-
nance and performance. Journal of Financial Economics, 94: 291–309.

Andrews, E. L. 2008. Greenspan concedes error on regulation. New York Times, October 23.
Alliance for Board Diversity. 2011. Missing Pieces: Women and Minorities on Fortune 500 

boards, 2010 Alliance for Board Diversity Census. Available at http://theabd.org/ABD_ 
report.pdf.

Arlen, J., M. Spitzer, and E. Talley. 2002. Endowment effects within corporate agency relation-
ships. Journal of Legal Studies, 31: 1–37.

Bainbridge, S. M. 2000. Mandatory disclosure: A behavioral analysis. University of Cincinnati 
Law Review, 68: 1023–60.

Bainbridge, S.  M. 2002. Why a board? Group decisionmaking in corporate governance. 
Vanderbilt Law Review, 55: 1–55.

Bebchuk, L., A. Cohen, and A. Ferrell. 2002. Does the evidence favor state competition in 
corporate law? California Law Review, 90: 1775–821.

Bernstein, A. 2005. Whatever happened to law and economics? Maryland Law Review, 
64: 101–303.

Black Entrepreneur Profiles. 2012. African American CEO’s of Fortune 500 companies. 
Retrieved from http://www.blackentrepreneurprofile.com/fortune-500-ceos/.

Blinder, A. S., and J. Morgan. 2005. Are two heads better than one? Monetary policy by com-
mittee. Journal of Money, Credit and Banking, 37: 789–811.

Blair, M., and L. Stout. 2001. Trust, trustworthiness, and the behavioral foundations of corpo-
rate law. University of Pennsylvania Law Review, 149: 1753–810.

Branson, D. M. 2007. No Seat at the Table: How Corporate Governance and Law Keep Women 
Out of the Boardroom. New york: NyU Press.

 

http://theabd.org/ABD_report.pdf
http://theabd.org/ABD_report.pdf
http://www.blackentrepreneurprofile.com/fortune-500-ceos/


THE END OF CONTRACTARIANISM?   535

Branson, D. M. 2010. The Last Male Bastion: Gender and the CEO Suite at Public Companies, 
D. Branson, ed. New york: Routledge.

Broome, L. L., and K. D. Krawiec. 2008. Signaling through board diversity: Is anyone listen-
ing? University of Cincinnati Law Review, 77: 431–72.

Brown, D. A. H., D. Brown, and V. Anastosopoulos. 2002. Women on Boards: Not Just the Right 
Thing. . . But the “Bright” Thing. Ottawa: Conference Board of Canada.

Brudney, V. 1982. The independent director: Heavenly city or Potemkin village? Harvard Law 
Review, 95: 597–659.

Brudney, V. 1997. Contract and fiduciary duty in corporate law. Boston College Law Review, 
38: 595–665.

Burke, R. J., and S. Vinnicombe. 2008. Women on corporate boards of directors: International 
issues and opportunities. In Women on Corporate Boards of Directors:  International 
Research and Practice, S. Vinnicombe, V. Singh, R. J. Burke, D. Bilimoria, and M. Huse, 
eds. Northampton: Edward Elgar, 1–11.

Cain, D., G. Loewenstein, and D. Moore. 2005. The dirt on coming clean: Perverse effects of 
disclosing conflicts of interest. Journal of Legal Studies, 34: 1–25.

Carbado, D. W., and G. M. Gulati. 2004. Race to the top of the corporate ladder: What minori-
ties do when they get there. Washington and Lee Law Review, 61: 1643–91.

Carter, D. A., F. D’Souza, B. J. Simpkins, and W. G. Simpson. 2010. The gender and ethnic 
diversity of US boards and board committees and firm financial performance. Corporate 
Governance: An International Review, 18(5): 396–414.

Cary, W. L. 1974. Federalism and corporate law: Reflections upon Delaware. Yale Law Journal, 
83: 663–705.

Catalyst.org. 2011. Fortune 500 board seats held by women. Retrieved from http://www.cata 
lyst.org/knowledge/fortune-500-board-seats-held-women.

Chandler, A. 1977. The Visible Hand:  The Managerial Revolution in American Business. 
Cambridge, MA: Harvard University Press.

Choi, S., and A. Pritchard. 2003. Behavioral economics and the SEC. Stanford Law Review, 
56: 1–73.

Chuang, W., and B. Lee. 2006. An empirical evaluation of the overconfidence hypothesis. 
Journal of Banking and Finance, 30: 2489–515.

Cochon, A. 2011. Board Level Employee Representation Rights in Europe. Brussels: European 
Trade Union Institute.

DellaVigna, S. 2009. Psychology and economics: Evidence from the field. Journal of Economic 
Literature, 47: 315–72.

Dhir, A. A. 2010. Towards a race and gender-conscious conception of the firm: Canadian cor-
porate governance, law and diversity. Queen’s Law Journal 35: 569–624.

Dickerson, A. M. 2003. Behavioral approach to analyzing corporate failures. Wake Forest Law 
Review, 38: 1–54.

DiversityInc. 2011. Where’s the diversity in Fortune 500 CEOs? Retrieved from http://www. 
diversityinc.com/facts/wheres-the-diversity-in-fortune-500-ceos/.

Easterbrook, F.  H., and D. R.  Fischel. 1991. The Economic Structure of Corporate Law. 
Cambridge, MA: Harvard University Press.

Ees, H. V., J. Gabrielsson, and M. Huse. 2009. Toward a behavioural theory of boards and cor-
porate governance. Corporate Governance: An International Review, 17: 307–19.

Elstad, B., and G. Ladegard. 2010. Women on corporate boards: Key influencers or tokens? 
Journal of Management and Governance, 16: 595–615.

http://www.catalyst.org/knowledge/fortune-500-board-seats-held-women
http://www.catalyst.org/knowledge/fortune-500-board-seats-held-women
http://www.diversityinc.com/facts/wheres-the-diversity-in-fortune-500-ceos/
http://www.diversityinc.com/facts/wheres-the-diversity-in-fortune-500-ceos/


536   KENT GREENFIELD

Fairfax, L. M. 2005. The bottom line on board diversity: A cost-benefit analysis of the business 
rationales for diversity on corporate boards. Wisconsin Law Review, 2005: 795–854.

Fairfax, L. M. 2011. Board diversity revisited: New rationale, same old story? North Carolina 
Law Review, 89: 855–85.

Farrell, K. A., and P. L. Hersch. 2005. Additions to corporate boards: The effect of gender. 
Journal of Corporate Finance, 11: 85–106.

Ferris, S. P., N. Jayaraman, and S. Sabherwal. 2013. CEO overconfidence and international 
merger and acquisition activity. Journal of Financial and Quantitative Analysis, 48: 137–64.

Fisch, J., and H. Sale. 2003. The securities analyst as agent: Rethinking the regulation of ana-
lysts. Iowa Law Review, 88: 1035–97.

Fischel, D. R. 1982. The corporate governance movement. Vanderbilt Law Review, 35: 1273–74.
Forbes, D. P., and F. J. Milliken. 1999. Cognition and corporate governance: Understanding 

boards of directors as strategic decision-making groups. Academy of Management Review, 
24: 489–505.

Friedman, M. 1962. Capitalism and Freedom. Chicago:University of Chicago Press.
Gervais, S., J. B. Heaton, and T. Odean. 2011. Overconfidence, compensation contracts, and 

capital budgeting. Journal of Finance, 66: 1735–77.
Greenfield, K. 2002. Using behavioral economics to show the power and efficiency of corpo-

rate law as regulatory tool. University of California Davis Law Review 35: 581–644.
Greenfield, K. 2006. The Failure of Corporate Law:  Fundamental Flaws and Progressive 

Possibilities. Chicago: University of Chicago Press.
Greenfield, K. 2008a. Defending stakeholder governance. Case Western Reserve Law Review, 

58: 1043–65.
Greenfield, K. 2008b. Saving the world with corporate law. Emory Law Journal, 57: 948–84.
Greenfield, K. 2011a. The Myth of Choice: Personal Responsibility in a World of Limits. New 

Haven: yale University Press.
Greenfield, K. 2011b. Unconscionability and consent in corporate law (a comment on 

Cunningham). Iowa Law Review Bulletin, 96: 92–99.
Greenfield, K. 2012. The stakeholder strategy. Democracy: A Journal of Ideas, 26: 47–59.
Griffin, D., and L. Brenner. 2004. Perspective on probability judgment calibration. In Blackwell 

Handbook of Judgment and Decision Making, D. J. Koehler and N. Harvey, eds. Malden, 
MA: Blackwell, 177–99.

Gustafson, J. L. 2008. Tokenism in policing: An empirical test of Kanter’s hypothesis. Journal 
of Criminal Justice, 36: 1–10.

Hall, K. 2007. Looking beneath the surface: The impact of psychology on corporate decision 
making. Managerial Law, 49: 93–105.

Hamann, H. 2013. Unpacking the Board: A Comparative and Empirical Perspective on Groups 
in Corporate Decision-Making. Book manuscript, on file with author.

Hill, C. A., and B. H. McDonnell. 2007. Disney, good faith, and structural bias. Journal of 
Corporation Law, 32: 833–64.

Hoffman, D.  A. 2006. The “Duty” to Be a Rational Shareholder. Minnesota Law Review, 
90: 537–611.

Hoogendoorn, S., and M. van Praag. 2012. Ethnic performance and team performance: A field 
experiment. Discussion Paper 6731, Institute for the Study of Labor (Germany), July.

Huang, P. H. 2005. Moody investing and the Supreme Court: Rethinking the materiality 
of information and the reasonableness of investors. Supreme Court Economic Review, 
13: 99–111.



THE END OF CONTRACTARIANISM?   537

Huse, M., and A. G. Solberg. 2006. Gender-related boardroom dynamics: How Scandinavian 
women make and can make contributions on corporate boards. Women in Management 
Review, 21(2): 113–30.

Isenberg, D.  J. 1986. Group polarization:  A  critical review and meta-analysis. Journal of 
Personality and Social Psychology, 50: 1141–51.

Janis, I. L. 1983. Groupthink. 2nd ed. Boston: Houghton-Mifflin.
Jensen, M. C., and W. H. Meckling. 1976. Theory of the firm: Managerial behavior, agency 

costs and ownership structure. Journal of Financial Economics, 3: 305–60.
Jolls, C., and C.R. Sunstein. 2006. Debiasing through law. Journal of Legal Studies, 35: 199–241.
Jolls, C., C. R. Sunstein, and R. Thaler. 1998. A behavioral approach to law and economics. 

Stanford Law Review, 50: 1471–550.
Joo, T.  W. 2004. Race, corporate law, and shareholder value. Journal of Legal Education, 

54: 351–64.
Kahneman, D., P. Slovic, and A. Tversky. 1982. Judgment under Uncertainty: Heuristics and 

Biases. New york: Cambridge University Press.
Kahneman, D. and A. Tversky. 1973. On the psychology of prediction. Psychological Review, 

80: 237–51.
Kanter, R. M. 1977. Men and Women of the Corporation. New york: Basic Books.
Konrad, A. M., V. Kramer, and S. Erkut. 2008. The impact of three or more women on corpo-

rate boards. Organizational Dynamics, 37: 145—164.
Korobkin, R. B. 2011. What comes after victory for behavioral law and economics? Illinois Law 

Review, 2011: 1653–74.
Korobkin, R. B., and T. S. Ulen. 2000. Law and behavioral science: Removing the rationality 

assumption from law and economics. California Law Review, 88: 1051–144.
Kramer, V. W., A. M. Konrad, and S. Erkut. 2006. Critical Mass on Corporate Boards: Why 

Three or More Women Enhance Governance. Wellesley, MA: Wellesley Centers for Women.
Lane, K. A., et al. 2007. Implicit social cognition and law. Annual Review of Law and Social 

Science, 3: 427–51.
Langevoort, D. 1997. Organized illusions: A behavioral theory of why corporations mislead 

stock market investors (and cause other social harms). University of Pennsylvania Law 
Review, 146: 101–72.

Langevoort, D. 1998. Behavioral theories of judgment and decisionmaking in legal scholar-
ship: A literature review. Vanderbilt Law Review, 51: 1499–528.

Langevoort, D. 2000. Organized illusions: A behavioral theory of why corporations mislead 
stock market investors (and cause other social harms). In Behavioral Law and Economics, 
C. Sunstein, ed. Cambridge: Cambridge University Press, 144–67.

Langevoort, D. 2001. The human nature of corporate boards: Law, norms, and the unintended 
consequences of independence and accountability. Georgetown Law Journal, 89: 797–832.

Langevoort, D. 2007. Diversity and discrimination from a corporate perspective: Grease, grit 
and the personality types of tournament survivors. In NYU Selected Essays on Labor and 
Employment Law: Behavioral Analyses of Workplace Discrimination, vol. 3, M. Gulati and 
M. yelnosky, eds. New york: Aspen, 141–62.

Langevoort, D. 2011. The behavioral economics of mergers and acquisitions. 
Transactions: Tennessee Journal of Business Law, 12: 65–79.

Langevoort, D. 2012. Behavioral approaches to corporate law. In Research Handbook on 
the Economics of Corporate Law, C. A.  Hil and B. H.  McDonnell, eds. Northampton, 
MA: Edward Elgar, 442–55.



538   KENT GREENFIELD

Levinson, H. 1994. Why the behemoths fell: Psychological roots of corporate failure. American 
Psychologist, 49: 428–36.

Macey, J. R. 1991. An economic analysis of the various rationales for making shareholders the 
exclusive beneficiaries of corporate fiduciary duties. Stetson Law Review 21: 23–44.

Malmendier, U., G. Tate, and J. yan. 2007. Corporate financial policies with overconfident 
managers. National Bureau of Economic Research Working Paper no. 13570.

Marnet, Oliver. 2008. Behaviour and rationality in corporate governance. International 
Journal of Behavioural Accounting and Finance, 1: 4–22.

Milgram, S. 1974. Obedience to Authority: An Experimental View. New york: Harper and Row.
Morck, R. 2008. Behavioral finance in corporate governance: Economics and ethics of the 

devil’s advocate. Journal of Management and Governance, 12: 179–200.
O’Connor, M. 2003. The Enron board: The perils of groupthink. University of Cincinnati Law 

Review, 71: 1233–319.
Paredes, T. A. 2003. Blinded by the light: Information overload and its consequences for secu-

rities regulation. Washington University Law Quarterly, 81: 417–86.
Paredes, T. A. 2005. Too much pay, too much deference: Behavioral corporate finance, CEOs, 

and corporate governance. American Law and Economics Association Annual Meeting.
Posner, R. A. 2003. Economic Analysis of Law. 6th ed. New york: Aspen.
Robertson, Q.  M., and H. J.  Park. 2007. Examining the link between diversity and firm 

performance: The effects of diversity reputation and leader racial diversity. Group and 
Organization Management, 32: 548–68.

Robinson, W. P., ed. 1996. Social Groups and Identities: Developing the Legacy of Henri Tajfel. 
Oxford: Butterworth-Heinemann.

Roll, R. 1986. The hubris hypothesis of corporate takeovers. Journal of Business, 59: 197–216.
Romano, R. 1986. A comment on information overload, cognitive illusions and their implica-

tions for public policy. Southern California Law Review, 59: 313–28.
Romano, R. 1993. The Genius of American Corporate Law. Washington, DC:  American 

Enterprise Institute.
Stout, L. A. 2003. The mechanisms of market inefficiency: An introduction to the new finance. 

Journal of Corporate Law, 28: 63–69.
Sunstein, C.R. 2003. Why Societies Need Dissent. Cambridge, MA: Harvard University Press.
Sunstein, C.  R. 2005. Group judgments:  Deliberation, statistical means, and information 

markets. New York University Law Review, 80: 962–1049.
Surowiecki, J. 2004. The Wisdom of Crowds. New york: Doubleday.
Thaler, R., and C. Sunstein. 2008. Nudge:  Improving Decisions about Health, Wealth, and 

Happiness. New Haven: yale University Press.
Tor, A. 2014. Understanding Behavioral antitrust. Texas Law Review, 92: 573–667.
Van der Walt, N., and C. Ingley. 2003. Board dynamics and the influence of professional back-

ground, gender, and ethnic diversity of directors. Corporate Governance. 15: 291–334.
Werdigier, J. 2011. Britain joins calls to close boardroom gender gap. International Herald 

Tribune, February 25.
yosifon, D. 2009. The consumer interest in corporate law. University of California Davis Law 

Review, 43: 253–313.



CHAPTER 21

T H E M A R K ET,  T H E FIR M,  A N D 
BEH AV IOR A L A N T I T RUST

AVISHALOM TOR

1 Introduction

Although one legal scholar considered the implications of a psychological phenom-
enon for antitrust law already in the 1980s (Gerla 1985), the more systematic develop-
ment of a behavioral approach in this field dates back only to the turn of the twenty-first 
century (Aviram and Tor 2004; Tor 2002, 2003, 2004), some years after behavioral law 
and economics already had made significant inroads in many other legal fields (Jolls, 
Sunstein, and Thaler 1998; Langevoort 1998). Even then, perhaps due to the dominance 
of rationality-based law and economics in antitrust, the behavioral approach took sig-
nificant additional time to garner broad attention in the field (Leslie 2010). yet behav-
ioral antitrust has become increasingly popular and hotly debated more recently, once 
commentators began recognizing the inevitable and significant antitrust challenge 
posed by robust findings of systematic and predictable deviations from strict rational-
ity (Stucke 2010).

Some enthusiastic proponents of behavioral antitrust depict it as a wholesale alterna-
tive to traditional antitrust law and economics (e.g., Horton 2011; Stucke 2013), while 
vocal detractors criticize the approach on numerous grounds (Wright and Stone 2012). 
A closer examination reveals, however, that both extreme positions in the behavioral 
antitrust debate are mistaken. Thus a better understanding of antitrust actors’ behav-
ior indeed can advance policy and doctrine, but does not offer a complete substitute for 
the accepted economic analysis of antitrust law. Moreover, beyond the familiar argu-
ments surrounding the application of behavioral evidence to the law more generally 
(Mitchell 2002; Tor 2008), behavioral antitrust faces an additional set of external valid-
ity challenges, shared by only a few other legal fields (Arlen 1998). While antitrust law 
primarily addresses the behavior of firms in market settings, much of the empirical 
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evidence that the behavioral approach draws on concerns individual behavior outside 
the specific institutional environment of the firm, often in nonmarket settings.

The centrality of markets and firms in antitrust means that behaviorally informed 
analyses of antitrust law must account for the effects of these institutions on the 
rationality of antitrust actors. yet in practice scholars frequently either ignore such 
institutional effects altogether (Huffman 2012)  or simply assume, without more, 
that they guarantee the rationality of all the antitrust-relevant conduct of firms in 
markets (Werden, Froeb, and Shor 2011, Wright and Stone 2012). In reality, however, 
markets and firms facilitate rationality in many circumstances but inhibit or fail to 
promote it on other occasions. Hence both commentators who disregard their power-
ful effects altogether and those who unquestioningly rely on firm and market institu-
tions always to produce rational behavior inevitably reach some erroneous antitrust 
conclusions.

This chapter begins by explaining the centrality of hypothetical, strict rationality 
in antitrust, then examines the complex interplay of markets, firms, and the degree of 
rationality manifested by real antitrust actors. The implications of this interplay for 
antitrust doctrine and policy in areas ranging from horizontal and vertical restraints 
of trade, through monopolization, to merger enforcement practices follows. The chap-
ter concludes by outlining some important open questions and future research direc-
tions for antitrust concerning of firms, markets, and rationality.

2 Antitrust and Rationality

Present day antitrust—perhaps more than any other legal field—is based on the tradi-
tional economic assumption that all market participants are rational decision-makers. 
The firms whose market behavior is the focus of the field are assumed to be perfectly 
rational competitors that make strictly rational judgments and whose decisions seek 
always and only to maximize profits (Areeda and Hovenkamp 2006). Moreover, the 
microeconomic model of competition that the law relies on assumes that consumers 
are rational actors as well (Werden and Froeb 2008).

The rationality assumption also has concrete legal manifestations throughout anti-
trust doctrine and enforcement policy. In the United States, for example, the Supreme 
Court made the legal standard for allegations of illegal monopolization by predatory 
pricing under Section 2 of the Sherman Act nearly insurmountable by relying on the 
rationality assumption in Brooke Group Ltd. v. Brown & Williamson Tobacco Corp., 
519 U.S. 209 (1993). The Court declared that conduct will not amount to predatory pric-
ing unless the alleged scheme involved pricing below some measure of cost and the 
predator had a rational prospect of recouping its losses. Brooke Group then concluded 
that predatory pricing schemes only rarely are tried and even more rarely are success-
ful. According to this view, for recoupment to be likely the predator inter alia must 
have a very large market share that is protected by significant entry barriers. However, 
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because few alleged predators meet the former condition and few markets the latter, 
Brooke Group concluded that price predation rarely occurs. Hence the Court declared 
that predatory pricing allegations can be rejected summarily in the common case of 
unlikely recoupment. The same rationale was applied by the Court more recently in 
Weyerhaeuser Co. v. Ross-Simmons Hardwood Lumber Co., 549 U.S. 312 (2007), to reject 
allegations of predatory bidding, because “a rational firm would not willingly suffer 
definite, short-run losses” without “a reasonable expectation” of recoupment. More 
generally, the Weyerhaeuser Court noted that a “rational business will rarely make 
th[e]  sacrifice” involved in such predation (id., p. 323).

Importantly, the Court’s reliance on the rationality assumption to shape antitrust 
doctrine is not limited to Section 2 predation. A few years prior to Brooke Group, 
for instance, the Court in Matsushita Electric Industrial Co. v. Zenith Radio Corp., 
475 U.S. 574 (1986) summarily rejected allegations of a predatory horizontal con-
spiracy once it determined that maintenance of the conspiracy would have required 
the alleged conspirators to behave irrationally according to traditional economic 
models. Assumptions of rationality on the part of firms and consumers alike also 
have played a role in the Court’s Section 1 jurisprudence with respect to vertical 
restraints between manufacturers and their distributors—such as tying arrange-
ments and resale price maintenance (Tor and Rinner 2011)—and impact antitrust 
enforcement when the agencies evaluate whether proposed mergers are likely sub-
stantially to lessen competition under Section 7 of the Clayton Act (Werden and 
Froeb 2008).

Models based on assumptions of strict rationality clearly are pervasive in anti-
trust law, shaping a variety of doctrines across the field and playing a role in 
merger policy. The extensive behavioral evidence of bounded rationality there-
fore poses an obvious challenge to present-day antitrust, suggesting that some 
doctrines and enforcement practices may require reevaluation, possibly revision. 
yet before calling upon antitrust to account for bounded rationality, the behav-
ioral approach must address a basic question of external validity (Tor 2008). After 
all, the bulk of the behavioral evidence concerns individuals and often involves 
nonmarket behavior. Potentially, therefore, the otherwise extensive evidence of 
systematic and predictable deviations from standard rationality on the part of 
individuals may not apply to the conduct of firms and their consumers in market 
settings.

The response of behavioral antitrust to these external validity concerns is twofold. 
Analysts should draw as much as possible on both experimental and observational 
studies of firm and market behavior, thereby reducing the need to extrapolate from 
more general behavioral findings. More direct, quantitative evidence of antitrust-rel-
evant behavior on the part of firms is extremely limited, however. Antitrust scholars 
must therefore also judge the external validity of extant behavioral findings by care-
fully examining the processes through which markets and firms variously promote 
and inhibit rationality and the implications of these processes for antitrust analysis, a 
task to which we now turn.
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3 The Market

Markets often promote more rational behavior by consumers and firms, but can also 
allow and even facilitate some forms of bounded rationality.

3.1 Consumers in the Market

When markets offer good information, consumers’ judgments and decisions may be 
more accurate and better aligned with their preferences than in nonmarket settings. 
The available evidence, however, paints a complex picture. For one, the products and 
services that consumers must choose among do not always justify a commitment of 
significant time, cognitive, or financial resources to make optimal judgments and 
decisions, so consumers rationally ignore some relevant information. Producers who 
expect to benefit from consumers’ educated choices may respond by providing rel-
evant information to consumers via advertising campaigns, marketing, and similar 
efforts. Such responses not only tap the superior information that producers already 
possess about their products and services, but also offer significant economies of 
scale, given the low cost of offering similar information to many consumers (Stigler 
1961). Nevertheless, insofar as numerous competing producers offer such informa-
tion, consumers still must determine which products and services best match their 
preferences.

Moreover, despite the increasing abundance of information—and occasionally 
because of it—many consumers still commonly and routinely make product and ser-
vice choices that are suboptimal for them. Even when competition is present, producers 
in some markets prefer to offer only partial or opaque information to limit the ability of 
consumers to evaluate their products. Specifically, producers can benefit by designing 
products that lead more naive consumers to make inferior, costly decisions—as in the 
case of some credit card plans—that both increase producers’ profits and subsidize the 
superior products chosen by more sophisticated consumers, helping attract the latter 
as well (Gabaix and Laibson 2006). In other instances, firms may develop products that 
are more complex than necessary—such as certain cellular service plans—making it 
exceedingly difficult to compare their offerings (Ayal 2011; Bar-Gill 2012a).

Markets thus often provide consumers abundant information that can facilitate bet-
ter judgments and decisions, but consumers still face significant challenges. Insofar as 
the interests of producers and consumers are not fully aligned, the latter frequently 
are at a fundamental disadvantage compared to the former—who have the experience, 
opportunity, and resources needed to exploit at least some consumers.

Besides the role of information, one familiar argument is that markets make devia-
tions from rationality irrelevant because they cancel out in the aggregate so that mar-
kets overall perform as if they were comprised of rational participants (Friedman 1953). 
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This argument, however, fails to account for systematic deviations from rationality that 
bias market behavior in predictable and consistent directions and therefore do not can-
cel out in the aggregate (Tor 2002).

A different argument asserts that one can derive the main implication of traditional 
economic models of consumer behavior—namely, the negatively sloping demand 
curve that associates higher prices with lower demand—without assuming rationality, 
only that consumers have some resource constraint (Becker 1962). yet this insight is not 
particularly helpful for antitrust law, whose doctrine and merger enforcement policies 
both rely on assumptions of consumer rationality well beyond setting up negatively 
sloping demand curves (Bennett et al. 2010; Werden, Froeb, and Shor 2011). For exam-
ple, antitrust analyses that ignore the “sticky” behavior of real-world consumers—who 
are more reluctant to switch among products than rationality-based models assume—
may arrive at excessively broad market definitions that understate the market shares of 
merging firms.

3.2 Producers in the Market

Beyond providing them with incentives and opportunities to react to the bounded 
rationality of consumers, markets also help align producers’ own behavior with ratio-
nality through a number of mechanisms.

3.2.1 Aggregation Mechanisms
Economists have long argued that markets overall may comport with the predictions 
of strictly rational models even while individual firms deviate from it when random 
errors cancel out in the aggregate. Nonetheless, we noted already that systematic devia-
tions from rationality may not cancel out and instead generate broader market patterns 
that differ from predictions based on hypothetical rationality.

Similarly, Becker’s argument regarding irrational consumer behavior extends to 
producers as well. Even firms who do not maximize profits must respond systemati-
cally to changes in their production opportunity set: As the price of inputs or the com-
petitive conditions in the market change, even firms acting randomly, or those guided 
by inertia, respond accordingly. For instance, a competitive market that becomes 
monopolized will tend to lower output even when firms are irrational (Becker 1962). 
This observation is of limited antitrust significance, because it only states that markets 
with irrational firms generally move in the direction predicted by traditional models. 
However, antitrust law treats differently market behaviors with the same propensity—
such as increase in price or a reduction in output—depending on the magnitude of 
change. In the United States, for instance, mergers among competitors are legal unless 
they are likely substantially to lessen competition; monopolization and attempted 
monopolization both apply only to firms above a certain market power threshold; and 
exclusive dealing, tying arrangements, and some other restraints of trade similarly 
are prohibited for some firms yet permitted for others depending, inter alia, on their 
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degree of market power. Similarly, competition law in the European Union prohibits 
only firms with sufficiently large market share from conduct that amounts to an abuse 
of their dominant position. In each case, therefore, markets that move in the same gen-
eral direction will generate different legal results depending on the respective mag-
nitude of change in market power. This change, however, may partly depend on the 
degree and nature of producers’ rationality in a given market setting.

Even when evaluating market-wide outcomes, moreover, antitrust law ultimately 
is concerned with the conduct of specific firms. yet such conduct and its competi-
tive effects also depend on the degree to which the specific firm and other market 
participants adhere to the precepts of rational profit maximization. To illustrate, 
the same allegedly predatory conduct that could not harm competition in a world 
populated only by perfectly rational firms—say, because market conditions make 
recoupment of the costs invested in predation unlikely—can generate significant 
competitive harm where a real monopolist may be irrationally aggressive towards 
new entrants.

3.2.2 Selection Mechanisms
Competition among producers and the arbitrage activities of sophisticated actors help 
markets select for rationality. The competitive process may align producer behavior 
with rationality-based models by weeding out less capable and thus less profitable com-
petitors who ultimately will not survive (Alchian 1950). Antitrust commentators fre-
quently assume, in fact, that competition leads boundedly rational decision-makers to 
deplete their resources by making inefficient decisions while their rational competitors 
enjoy consistently higher profits (Bailey 2010).

yet this selection argument is of limited significance for antitrust analysis. For one, 
while competition may weed out those who consistently underperform, deviations 
from rationality are variable and heterogeneous (Mitchell 2003; Rachlinski 2000; Tor 
2008). When decision-makers exhibit different biases to different degrees at different 
times, even many of those who ultimately outperform their competitors may still differ 
substantially from the hypothetical rational actor. Even more significantly, competi-
tive discipline penalizes only boundedly rational behaviors that reduce profitability, 
while promoting those that benefit market participants. For example, competitive 
selection punishes most some biased decision-makers who take risks that their rational 
competitors avoid, yet rewards some fraction of the former with higher returns, so that 
these particular boundedly rational competitors outperform their rational peers (Tor 
2002). In addition, antitrust focuses on less competitive markets that inevitably exert 
more limited disciplinary pressure on market participants. A monopolist in a mar-
ket with significant entry barriers that limit the efficacy of competitive discipline, for 
instance, can dissipate some of its supracompetitive profits monopoly by operating less 
efficiently (Demsetz 1982; Leibenstein 1980), whether due to systematic deviations from 
rationality or for other reasons.

Arbitrage by rational actors who identify, exploit, and consequently erode the profit 
opportunities generated by the errors of boundedly rational decision-makers may also 
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help select for producer rationality. But effective arbitrage necessitates a sufficiently 
large group of market participants who can identify the opportunity and bear the risks 
and costs involved with selling to or buying from their boundedly rational counter-
parts. It also requires the availability of substitutes for the products that boundedly 
rational actors over- or underprice. These conditions rarely exist even in sophisticated 
financial markets, however, not to mention in real product markets (Shleifer 2000).

3.2.3 Firm-Level Mechanisms
The rationality of specific market participants—as distinct from those market-level 
outcomes generated by aggregation and selection mechanisms—also can be material 
for antitrust analysis. Before turning in the next section to study those intrafirm mech-
anisms of rationality, the following paragraphs consider two related mechanisms that 
impact the firm overall, as a single unit of production in the market.

First, producers in markets primarily aim at earning profits and for this reason 
alone should be more rational as they try to avoid errors that plague decision-makers 
outside markets. Indeed, the notion that monetary incentives matter and that larger 
incentives lead to greater effort and better performance is near axiomatic in traditional 
economics. yet the empirical evidence suggests this is not always the case: At least 
where individual decision-makers are concerned, financial incentives can increase 
effort but generate only limited improvements in intuitive judgment and decision 
behavior, at times even diminishing performance (Camerer and Hogarth 1999; Gneezy 
and Rustichini 2000). Producers’ increased competitive efforts also may be directed at 
goals other than pure profit maximization, such as obtaining a larger share of or rela-
tive position in the market (Armstrong and Huck 2010).

Second and related, boundedly rational producers must learn to correct their mis-
takes if they are to improve their performance. Effective learning requires firms to 
identify judgment and decision errors, to associate these errors with specific negative 
consequences, and finally to replace them with more rational behaviors (Tversky and 
Kahneman 1986). However, in typical antitrust settings, such learning can be exceed-
ingly difficult. Most judgments and decisions in product markets are made under 
uncertainty; outcomes are multiply-determined and delayed; feedback is limited and 
noisy; and there is no reliable information about the counterfactual outcomes that 
would have occurred had a different choice been made. Over time and with experience 
producers nevertheless can improve their performance even without actual learning. 
They may imitate successful competitors, follow established industry norms, or seek 
the advice of consultants with expertise in improving business outcomes. But such 
efforts may not always align the producers’ conduct with strict rationality. Imitation 
may be directed at the wrong aspects of competitors’ conduct, industry norms may 
not be rational or efficient, and to seek and to invest resources in procuring outside 
advice—not to mention follow it successfully—firms must first recognize their sub-
optimal conduct. Finally, if the challenges involved in learning from experience in 
product markets were not enough, many of the most significant judgments and deci-
sions from an antitrust perspective are infrequent, sometimes unique. Entry into new 
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markets, mergers and acquisitions, the development of new business strategies and 
vertical arrangements, and similarly uncommon decisions all offer producers only 
limited learning opportunities.

The various mechanisms of market rationality thus constrain some deviations from 
strict rationality, partly confirming the common intuition that producers are more 
likely than consumers to behave rationally. At the same time, the rationality-promoting 
effects of aggregation, selection, profit-seeking, and learning are more limited than 
legal analysts typically recognize, particularly in those antitrust-relevant market 
settings.

4 The Firm

In addition to the effects of markets, the judgment and decision behaviors of firms 
and their managers are shaped by intrafirm institutional mechanisms as well. Indeed, 
much like the various economic advantages of firms over individual contracting in the 
market that the economic theory of the firm highlights (Alchian and Demsetz 1972; 
Coase 1937; Jensen and Meckling 1976; Williamson 1971), one might expect firms also 
to exhibit superior rationality compared to individuals. After all, most firms that anti-
trust law is concerned with are large business organizations that can recruit expert 
agents to manage them; draw on organizational routines based on extensive experi-
ence to guide the behavior of managers and, even more so, to direct the conduct of 
lower-level employees within the organization; use sophisticated governance arrange-
ments to align managers’ judgments and decisions with the interests of the firm; and 
use corporate boards—groups of experienced directors who can direct, monitor, and 
discipline managers.

Nonetheless, the empirical evidence on managerial and firm behavior—both gen-
erally and with respect to important antitrust-relevant tasks in particular—reveals a 
more complex picture. While managers are sophisticated and experienced profession-
als, they still are human. As amply illustrated by the growing literature on behavioral 
corporate finance, these corporate decision-makers are selected and shaped by insti-
tutional forces to manifest greater rationality in some respects but systematic bias in 
others. In the same vein, the corporate governance literature demonstrates the funda-
mental limits of the main intrafirm governance mechanisms that may promote ratio-
nality, from contractual arrangements to corporate boards.

4.1 Managers in the Firm

Business managers may be more rational in their judgment and decision behavior than 
other individuals because of their expertise (Engel 2010a). Research shows that in some 
fields experts outperform individuals who do not have domain-specific expertise. But 
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as explained below the evidence also reveals that experts often make mistakes that 
resemble those of other individuals where the rationality of judgment and decision 
behavior specifically is concerned.

4.1.1 Managerial Expertise
The main factors that determine experts’ performance—besides the extent of their 
experience and their subject-matter expertise—are the nature of the task and the deci-
sion environment. The learning processes that help experts develop more rational 
behavior resemble those that individuals employ for learning more generally. When 
feedback is clear and readily available—as in weather forecasting—experts can per-
form well even in the face of an uncertain environment. But in many other domains—
particularly where feedback is limited and ambiguous—experts frequently do not 
exhibit more rational behavior than nonexperts. Thus, experts require high-validity 
environments, in which cues are informative, and an adequate opportunity to learn if 
they are to act more rationally and develop “skilled intuition” (Kahneman and Klein 
2009).

Unsurprisingly, therefore, numerous studies reveal systematic judgment and deci-
sion errors by experts, even while these more experienced, sophisticated actors out-
perform nonexperts in some settings. In fact, a leading researcher in the field recently 
noted that some of his earliest collaborative studies of biases that result from people’s 
reliance on intuitive, heuristic-based judgment used experts in statistics as partici-
pants (Kahneman 2011). Other evidence shows systematic biases in the clinical judg-
ments made by physicians and various other health professionals (Arkes et al. 1981; 
Chapman and Chapman 1969; McNeil et al. 1982). Furthermore, studies reveal a variety 
of systematic judgment and decision errors by business and finance professionals, from 
veteran accountants and real estate brokers, to investment managers, options traders, 
and financial planners (Fox, Rogers, and Tversky 1996; Joyce and Biddle 1981; Olsen 
1997; Roszkowski and Snelbecker 1990). These latter findings indeed are unsurprising, 
given the limited and ambiguous nature of the feedback that business decision-makers 
frequently face.

4.1.2 Intra-firm Selection
One might hope for a further alignment with rational models on the part of corporate 
managers due to selection effects. The managers whose behavior is most relevant for 
antitrust purposes are not only business experts; they belong to a smaller, more select 
group that reaches top posts on the corporate ladder presumably based on their supe-
rior performance, and may thus also be more rational. Theory and evidence both sug-
gest, however, that managerial selection is of limited efficacy here, in part echoing the 
limits of market-level selection discussed above. yet some mechanisms of rationality 
are even more constrained or altogether irrelevant where managers are concerned. 
After all, managerial behavior is a matter of individual rather than aggregate rational-
ity. And managerial rationality is an even less likely target for successful arbitrage than 
firm-level conduct in product markets.
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Moreover, managerial competitions at best reward those performance elements 
that most closely correlate with the firm’s long-run profitability. Because rationality 
only partly correlates with the firm’s success, effective competitive selection within the 
firm will promote managers who exhibit some systematic deviations from rationality. 
For instance, successful managers may benefit from a reputation for consistency and 
commitment, which can lead them to take into account sunk costs that rational actors 
would disregard (Staw 1997).

Similarly, managerial tournaments may promote overconfidence—a term denoting 
a cluster of loosely related deviations from rational judgment (Glaser and Weber 2010). 
For example, overconfident managers may persevere in difficult situations, exhibit 
greater ambition and confidence in their performance, and disproportionately attri-
bute their successes to their own prowess over luck. These characteristics, however, 
may make such managers more attractive to the firm than their unbiased peers and 
thus more likely to be selected for top positions. Of course, overconfidence is not always 
beneficial for managers or firms. Some behavioral corporate finance studies show, for 
example, that banks with overconfident CEOs take greater risks than their peer insti-
tutions (Niu 2010), and top-performing mutual fund managers tend to trade more 
following success and exhibit worse performance when they do so (Puetz and Ruenzi 
2011). Studies further show that managerial overconfidence distorts both investment 
and financing decisions at the firm level (Malmendier and Tate 2005); helps explain the 
volume, type, and financing of mergers and acquisitions activity (Ferris, Jayaraman, 
and Sabherwal, forthcoming); and is even linked to aggressive accounting and an 
increased likelihood of financial misreporting (Ahmed and Duellman 2012; Schrand 
and Zechman 2012).

Thus both theory and the rapidly accumulating evidence show that behavioral 
phenomena like managerial overconfidence exert significant, measurable effects on 
firm-level conduct in the market. Apparently, intrafirm competition does not elimi-
nate all deviations from strict rationality and can even promote some of them.

4.2 Intrafirm Institutions

4.2.1 Organizational Repairs
Managers also may be more rational specifically because they operate within firms. 
First, when firms have the time and means to learn from experience and repeated feed-
back, they can develop “organizational repairs”—that is, internal procedures and rules 
that aim to overcome systematic individual shortcomings. The management literature 
provides anecdotal illustrations, for example, of organizations using maxims intended 
to remind employees not to make biased attributions, utilizing strategies aimed at col-
lecting sufficient, relevant information, and developing methods for evaluating their 
information and hypotheses more objectively (Heath, Larrick, and Klayman 1998).
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Nevertheless, organizational repairs have limited success and largely are unpredict-
able, tending to be most efficacious when based on bottom-up learning within the firm 
in a specific domain. These characteristics may resemble some of the tasks required 
of lower or midlevel employees in many firms. They do not apply, on the other hand, 
to many significant antitrust-relevant tasks that managers face, such as when they 
need to make judgments and decisions regarding the firm’s overall pricing strategy, 
alliances with actual or potential competitors, mergers and acquisitions, and more. 
Such judgments and decisions are made infrequently, by top management, and usually 
offer limited, noisy feedback, all of which characteristics make organizational repairs 
unlikely.

4.2.2 Agency
Additionally, managers may approximate rational action simply because they func-
tion as the firm’s agents. There is some evidence that agents who operate on behalf of 
others act more rationally than individuals acting on their own behalf. The endow-
ment effect—wherein individuals value entitlements they possess more highly than 
identical ones they do not hold ( chapter 12 by Korobkin in this volume)—was not 
manifested by experimental participants taking the role of agents and transacting 
on behalf of their principals (Arlen, Spitzer, and Talley 2002). Behavioral evidence 
also suggests that egocentric biases are less likely to impact judgments made on 
behalf of others, at least insofar as the agent has not adopted the principal’s perspec-
tive (Tor 2002).

The better alignment of agents’ judgment and choice with rationality, however, 
would be of limited assistance to managers in overcoming those judgment and deci-
sion errors they still manifest with respect to major corporate decisions. For one, the 
limited evidence of agents’ increased rationality still pertains to but a few of the rele-
vant behavioral phenomena. In addition, agents’ rationality advantage does not apply 
to most antitrust-relevant managerial tasks. The experimental elimination of agents’ 
endowment effect, for example, was driven by participants’ framing of the entitle-
ments they traded based on the exchange value of these entitlements (Kahneman, 
Knetsch, and Thaler 1990; Koszegi and Rabin 2006). The impact of loss aversion on 
key antitrust-relevant decisions, on the other hand, concerns the managers’ own stra-
tegic decisions about the overall course of the firm rather than to entitlements such 
as goods held by the firm for routine transactions. Agents’ advantage regarding ego-
centric biases similarly is unlikely to pertain to judgments of their own managerial 
ability and expertise. Similar limitations apply more generally, whenever managers’ 
judgments and decisions regarding their own abilities, plans, and performance are 
involved.

4.2.3 Corporate Boards and Governance
Corporate managers nonetheless may exhibit superior performance because they make 
most significant judgments and decisions in a group of top managers or the corporate 
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board of directors, with the benefits of multiple viewpoints, cumulative experience, 
and deliberation.

Despite this claim’s intuitive appeal, however, the empirical evidence does not show 
boards (or top management groups) are reliably likely to avoid those systematic deci-
sion errors that plague individual managers. Small-groups outperform individual 
rationality in some cases but at other times exhibit similar or even more extreme judg-
mental biases and decision errors, with their ultimate performance largely depen-
dent on case-specific variables (Hill 1982; Kerr, MacCoun, and Kramer 1996; Tindale, 
Kameda, and Hinsz 2003).

Beyond their limited capacity to meliorate individuals’ errors, some common char-
acteristics of group decision-making—most notably deliberation—often cause addi-
tional, group-level biases (Berg, Dickhaut, and McCabe 1995). Groups may exhibit 
groupthink, promoting an erroneous consensus that does not reflect the information 
held by individual group members. Their deliberations, instead of leading to a supe-
rior integration of group members’ information and perspectives, can also cause group 
polarization, so that the resulting collective view of the group is more extreme than the 
individual members’ pre-deliberation tendencies. Hence, while senior management’s 
collective judgment and decision-making can and will sometimes manifest superior 
performance, there is little reason to believe they will approximate the predictions of 
rational models across the board.

Finally, the extensive corporate governance scholarship suggests that in reality 
corporate boards possess limited efficacy in disciplining and monitoring manag-
ers (Adams, Hermalin, and Weisbach 2010; Hermalin and Weisbach 2003) and often 
are dominated by CEOs (Bebchuk and Fried 2004). Therefore, even with the gradual 
shift in recent years towards increased board power at the expense of management, 
corporate boards are unlikely to shape many of senior management’s significant, 
antitrust-relevant judgments and decisions, except in some extreme cases. The ratio-
nality advantages of boards, if any, will thus impact managerial behavior only to a lim-
ited degree where behavioral antitrust is concerned.

5 Behavioral Antitrust

Behavioral antitrust draws on evidence suggesting that real, boundedly rational mar-
ket participants deviate systematically from the predictions of the rationality-based 
economic models that antitrust law currently relies on. In some cases, scholars fur-
ther argue that these deviations warrant changes in antitrust doctrine or enforcement 
policy. This section draws on some of these analyses, across different areas of antitrust 
law, illustrating how behavioral antitrust can and should account for those mani-
festations of bounded rationality that markets and firms allow and sometimes even 
facilitate.
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5.1 The Market and Behavioral Antitrust

5.1.1 Firms Exploiting Boundedly Rational Consumers: Aftermarket 
Power, Bundling, and Tying

One of the claims commonly made by scholars applying behavioral findings—whether 
those who support behavioral antitrust or oppose it—is that the exploitation of bound-
edly rational consumers by sophisticated firms may raise antitrust concerns (Ginsburg 
and Moore 2010; Huffman 2012; Reeves and Stucke 2011). In particular, commentators 
make such arguments with respect to aftermarket power and in the case of bundling 
and tying practices.

The behavioral aspects of aftermarket power analysis have been raised, at least 
implicitly, by the US Supreme Court in Eastman Kodak Co. v. Image Technical Services, 
Inc., 504 U.S. 451 (1992), which affirmed the denial of summary judgment to the defen-
dant, a manufacturer of business copiers. The plaintiffs alleged that Kodak’s require-
ment that buyers of its machines service the copiers exclusively with the manufacturer’s 
original parts amounted to illegal tying under Section 1 and monopolization under 
Section 2 of the Sherman Act.

The Kodak dissent argued for summary judgment based on the assumption that 
consumers of copiers are rational decision-makers. In the face of rational consumers, 
a competitive market in copiers necessarily prevents Kodak from exercising power in 
the sale of parts for its own machines, even if consumers who already possess Kodak 
machines are “locked in” to using these parts. The dissent reasoned that any increase 
in the price of parts and services in the aftermarket that sought to exploit the power 
resulting from lock-in would effectively make Kodak’s machines more costly in the 
competitive primary market for copiers. Rational consumers, who take into account 
the future costs of parts and services over the copier’s lifetime, would find the machines 
less attractive. yet if this were the case, Kodak could not charge higher prices for parts, 
because that would entail losing copier sales to competitors in the primary market.

This rationality-based argument was rejected, however, by the Court’s majority that 
ruled Kodak could have exercised power in the aftermarket for the sale of machines 
parts even while the primary market for copiers was competitive. The majority’s posi-
tion can be explained on behavioral grounds. Though perfectly rational consumers 
in the primary market would have sufficed to deter Kodak from exploiting its after-
market power, the same does not necessarily hold for boundedly rational consumers 
who do not incorporate all the future costs of parts over the copiers’ lifetime into the 
primary market price. Importantly, the majority’s conclusion did not require a positive 
finding that Kodak in fact exercised power in the parts aftermarket, since the Court 
only affirmed the denial of summary judgment by the court of appeals. Kodak’s actual 
aftermarket power depended on the proportion of those myopic consumers who do 
not take future costs effectively into account (Bar-Gill 2012a) versus their sophis-
ticated counterparts (who do account for future costs), as well as on the intensity of 
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competition from other copier manufacturers for primary market sales (Bennett et al. 
2010).

Thus, even without fully examining the efficiency consequences of the tying of 
copier parts, Kodak clearly illustrates how markets can encourage firms to adopt dif-
ferent competitive strategies depending inter alia on the degree of bounded rationality 
manifested by their consumers. In such cases, antitrust cannot assume that primary 
market competition always will prevent the exploitation of aftermarket power, nor that 
the market inevitably will facilitate such exploitation. Instead, the plausibility of this 
conduct and its competitive consequences will depend on the circumstances of the 
specific market at hand.

Beyond aftermarket power, antitrust scholars argued that the vertical practices of 
product bundling and tying may exert more powerful effects on real consumers than 
traditional models acknowledge. For example, behavioral findings on consumer iner-
tia, the endowment effect, and the impact of defaults on choice indicate that consumers 
may find it difficult to switch from one product to a competing one, even where the 
objective costs of switching are small. Indeed, both theoretical arguments and experi-
mental tests suggest that rebate schemes and other loyalty programs have stronger 
effects on the behavior of real consumers than rationality-based models expect them to 
have (Beckenkamp and Maier-Rigaud 2006). Some analysts therefore argue that domi-
nant firms can use bundling, tying, and similar devices to foreclose competition more 
effectively than antitrust currently assumes (Bennett et al. 2010).

However, a more careful analysis of market dynamics suggests that the potential sus-
ceptibility of consumers to behavioral manipulation by firms will not always advan-
tage monopolists or dominant firms. The stickiness of consumer behavior frequently 
redounds to incumbents’ benefit because new entrants and smaller competitors may 
find it more difficult than standard models predict to attract consumers on the basis 
of lower price or higher quality alone. yet sufficiently large multiproduct firms with a 
small share in a given product market may profitably expend resources on shaping con-
sumer behavior and, consequently, exert greater competitive pressure on incumbents 
than commentators tend to assume when faced with boundedly rational consumers.

The example of bundling and tying reveals, therefore, that the processes through 
which markets facilitate the exploitation of boundedly rational consumers by firms 
may sometimes benefit nondominant as well as dominant firms. In these circum-
stances, some vertical practices that would have been unattractive to sellers in mar-
kets populated by rational consumers may turn out to be advantageous in real market 
settings.

5.1.2 Market Discipline with Boundedly Rational Entry
The competition among new entrants into markets illustrates how even when com-
petition disciplines boundedly rational market participants, markets can generate 
outcomes that are very different from those predicted by rationality-based models. 
Consequently, the real social benefits and costs of entry and, importantly, its impact 
on incumbents’ market power—a matter of importance for various areas of antitrust 
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law—also differ from those that antitrust traditionally assumes. Potential entry plays 
an important role in merger assessments, for instance, because it can counteract the 
anticompetitive effects of increased market power, which might otherwise follow a 
horizontal merger (Horizontal Merger Guidelines 2010). More generally, with effective 
entry even firms with large market shares may not be able to exert their market power, 
an essential element of the antitrust violations of monopolization and attempted 
monopolization, tying, exclusive dealing, and other antitrust violations (Areeda and 
Hovenkamp 2006; Landes and Posner 1981).

Traditional antitrust models assume that entry will only take place when it maxi-
mizes entrants’ profits, requiring it to have a positive risk-adjusted, net present value 
(Tor 2002). The empirical evidence on entry paints a very different picture, however, 
showing abundant excess entry that appears unjustified based on entrants’ objective 
prospects of survival and profitability (Baldwin 1995). Studies further reveal two addi-
tional puzzling entry phenomena: For one, entry appears insensitive to some of the 
economic variables that predict future profitability, from the intensity of competition 
to certain entry barriers (Evans and Siegfried 1992; Geroski 1991). Startup entrants, 
moreover, not only fail more frequently, but do so to such an extent that they obtain 
lower expected payoffs and thus exhibit inferior average performance compared to 
diversifying entrants (Dunne, Roberts, and Samuelson 1988, Dunne and Roberts 1989).

A behavioral analysis of entrants’ judgments reveals, however, that the psychology 
of optimistic overconfidence can explain these three puzzling phenomena (Tor 2002). 
New entrants make their personally significant judgments of entry’s prospects under 
conditions of extreme uncertainty so that a host of psychological processes leads them 
collectively to overestimate their prospects. These behavioral phenomena also reduce 
entrants’ sensitivity to market predictors of success that should encourage or discour-
age entry, including the expected intensity of competition and certain entry barriers. 
Some of these psychological factors, moreover, exert a differential impact that makes 
startup entrants more biased when judging their entry prospects compared to diver-
sifying, experienced firms that already are successful in adjacent markets (Tor 2002).

The forces that shape entrants’ judgments generate a competitive landscape that 
differs significantly from that envisioned by traditional antitrust models. Because all 
entry is not the same, the more biased and numerous startups fail at greater propor-
tions than their diversifying competitors, yet are overrepresented among those few 
entrants who ultimately survive and prosper. Hence the same competitive market 
forces that serve to punish most competitors who overestimate their prospects can still 
fail to prevent biased entry more generally and may even attract it by producing those 
uncommon instances of exceptionally successful entrants who “made it big” against 
the odds. At the same time, insofar as new entry is associated with innovation, particu-
larly for startups, the biases of entrants can also generate significant benefits to society 
writ large.

Where the longer-term impact of entry on incumbents is concerned, the behavioral 
analysis of entry suggests that even while entry often is not exceptionally difficult, 
postentry success and survival are unlikely for the typical entrant. Most startups, and 
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small entrants more generally, pose no short-term competitive threat to incumbents, 
but some large diversifying entrants possibly do. In the long run, however, the few suc-
cessful boundedly rational innovative entrants are an important source of competitive 
pressure on incumbents. These outcomes have important implications for antitrust 
law and policy. For one, they support the law’s hostility to unnecessary restrictions 
on new entry, given its important procompetitive benefits. The law nonetheless should 
be wary of relying on findings of low entry barriers alone to guarantee competitive 
pressure on incumbents in the short run, since most new entrants detract little from 
incumbents’ market power except where those less-common diversifying entrants are 
concerned.

5.1.3 The Maintenance of Market Power: Bounded Rationality and 
Predation
This author and others identified circumstances where monopolists may engage in 
predatory behavior that fails to maximize profits and is therefore irrational according 
to the standard account (Gerla 1985; Tor 2003). For example, managers of a dominant 
firm that is losing market share may take excessive risks due to loss aversion, while 
managers of established, profitable incumbents may exhibit the opposite pattern of 
excessive risk avoidance. Analysts further offer evidence from antitrust cases of preda-
tory behavior that appears irrational on traditional accounts (Leslie 2010), while others 
show how even rational monopolists may find it beneficial to imitate the behavior of 
their irrational counterparts when market participants know that some market partic-
ipants may engage in irrational predation (Edlin 2012). In these cases, therefore, mar-
ket dynamics may encourage behavior that initially seems to deviate from rationality 
rather than discourage such conduct.

5.1.4 Bounded Rationality and Unexploited Market Power
Some commentators argue that traditional models, such as those used to evaluate 
the unilateral effects of horizontal mergers, can overstate the harm created by newly 
acquired, substantial market power (Bailey 2010). They aver that real firms sometimes 
avoid fully exploiting their market power, charging prices they deem “fair” instead 
of maximizing profits, thereby potentially justifying a more permissive approach to 
merger enforcement.

This argument may be compelling when market power is generated by recent, tem-
porary changes in market conditions. In such cases, firms may not exercise their power 
fully, whether to maintain a reputation for offering low prices or to avoid negative reac-
tions by consumers to prices the latter perceive as “unfair” (Kahneman, Knetsch, and 
Thaler 1986). On the other hand, the powerful pressure towards greater profitability 
that markets and firms exert suggests that unexploited long-term market power for 
fairness concerns should be uncommon. For one, markets and firms may penalize 
managers who fail to extract value from patently available market power. The behav-
ioral force of adaptation also suggests that customers—even those who initially view 
the exercise of market power as unfair—will tend to accept it as normal over time. 
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Hence the same forces that militate against short-term exploitation of such power dis-
sipate and allow, even support, the profitable exercise of market power in the longer 
run.

5.2 The Firm and Behavioral Antitrust

5.2.1 Privately Beneficial Bounded Rationality: Cartels

Where horizontal restraints among competitors are concerned, a number of schol-
ars argue that behavioral forces increase the likelihood and stability of cartelization 
beyond what traditional antitrust theories suggest (Armstrong and Huck 2010; Leslie 
2010). Traditional economic accounts consider cartels unlikely, for instance, where 
products are differentiated, competitors numerous, or entry barriers low. Cartels, 
moreover, should be inherently unstable, because cartel members find it most profitable 
to cheat on the cartel and—although they would all be better off with a cartel than with-
out it—rational cartelists anticipate cheating by their counterparts and avoid carteliz-
ing or abandon it quickly when cheating is hard to detect or difficult to enforce against. 
However, there are by now many examples of real-world cartels found in industries and 
product markets where they should not have existed and could not have thrived for 
extended periods according to traditional economic accounts (Armstrong and Huck 
2010; Reeves and Stucke 2011). These ubiquitous cartels, for instance, spanned markets 
with large numbers of competitors, limited entry barriers, nonhomogenous products 
with complex pricing and cost structures, and other characteristics that make cartel-
ization unlikely for strictly rational actors (Levenstein and Suslow 2006; Stigler 1964).

Explaining the cartel evidence, commentators argue that behavioral factors, such as 
managers’ social preferences for trust and cooperation, personal relationships, social 
networks and social norms all help competing firms establish and maintain collusive 
arrangements where rationality-based models that ignore these behavioral factors 
expect them to fail (Armstrong and Huck 2010; Bennett et al. 2010). Other research-
ers point to additional, nonsocial phenomena, such as managers’ aspiration to obtain 
merely satisfactory profits, which makes the potential for secure profits through car-
telization more attractive than for the traditionally assumed profit-maximizing firm 
(Dixon 2000; Simon 1976). The influence of these various factors thus illustrates how 
some characteristics that make individuals more effective managers or even just more 
successful in intrafirm competitions can also facilitate the creation and maintenance 
of cartels beyond what rationality-based models predict. Of course, firms benefiting 
from collusive arrangements also are unlikely to combat managerial behaviors that 
facilitate cartelization.

Other researchers argue to the contrary, however, that behavioral forces should 
destabilize collusion due to processes that traditional models ignore. For example, 
some studies of experimental markets show that an increase in the amount of infor-
mation available to competitors about rivals’ output and profits—which would make 
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easier oligopolistic coordination by rational actors—can lead in fact to less collu-
sive, more competitive market behavior (Huck, Normann, and Oechssler 1999, 2000; 
Offerman, Potters, and Sonnemans 2002). Similarly, the broader behavioral literature 
makes clear that individuals’ concern for relative—as opposed to absolute—outcomes 
is ubiquitous, particularly common in competitive settings (Garcia and Tor 2007, 2009; 
Garcia, Tor, and Schiff 2013), and evidenced in managerial behavior. yet the concern 
for relative outcomes, if manifested by managers when making decisions on behalf of 
their firms, can sometimes destabilize cartels and make markets more competitive 
(Armstrong and Huck 2010), although it is difficult to obtain empirical evidence for 
such patterns in real-world markets.

The seemingly conflicting findings can be reconciled, however. As noted already, the 
behavior of antitrust actors is variable, heterogeneous, and shaped by market and firm 
institutions. Hence while some markets and firms may make collusion more likely than 
typically assumed, others may make it more difficult and less likely. More generally, 
however, beyond showing how specific firm and market characteristics may facilitate 
or inhibit collusion in ways that traditional models neglect, the behavioral evidence 
also reveals that established patterns of market behavior—whether competitive or col-
lusive—exhibit greater stability than standard antitrust models assume. Extant rivals 
are slower to recognize and embark on mutually profitable opportunities for coordi-
nated behavior—whether legal, collaborative arrangements or illegal cartelization—
than rationality-based accounts allow for. At the same time, established collaborative 
or collusive arrangements are more stable than they would have been if the parties were 
strictly rational actors (Aviram and Tor 2004).

A number of factors combine to make market behavior “sticky.” In the domain of 
judgment, established norms of rivalry diminish competitors’ ability to identify 
profitable opportunities for cooperation and vice versa where collusive norms pre-
vail. Managers’ risk attitudes can also cause them to overestimate the value of extant 
arrangements and underestimate the benefits of alternative courses of interaction with 
rivals. Moreover, some decision phenomena—including the status quo bias ( chapter 11 
by Zamir in this volume) and the aversion to comparative ambiguity (Camerer and 
Weber 1992)—may lead competitors consciously to forgo risky, profitable opportu-
nities for collusion while also inhibiting cartelists’ willingness to chance potentially 
profitable competitive alternatives to ongoing collusive arrangements (Aviram and Tor 
2004).

5.2.2 Divergence of Private Benefits between Managers and Their 
Firms: Mergers
Unlike those deviations from strict rationality that benefit both manager and firm and 
may therefore be allowed or even encouraged by intrafirm processes, other manifes-
tations of bounded rationality may be costly to the firm. Firms might be expected to 
develop mechanisms that address such behaviors, yet the empirical evidence suggests 
they do not always do so, at least not effectively. When the private benefits to man-
agers diverge from those of the firm, boundedly rational behavior may be viewed as 

 



THE MARKET, THE FIRM, AND BEHAVIORAL ANTITRUST   557

another aspect of the familiar agency problem between the two parties (Easterbrook 
and Fischel 1991), which firms and the law both seek to minimize but cannot eradicate 
altogether.

With respect to merger policy, commentators draw on empirical evidence from the 
corporate finance literature as well as on some behavioral findings to note that many 
mergers prove inefficient rather than profit-maximizing, as antitrust now assumes 
(Horton 2011; Mueller 2003; Reeves and Stucke 2011), and at least partly result from 
managerial overconfidence (Malmendier and Tate 2005; Roll 1986). Empirical stud-
ies found, for instance, that mergers often diminish rather than increase the market 
value of the acquiring firm, and behavioral research long has suggested that excess 
merger activity is likely driven inter alia by the optimistic overconfidence of managers 
(Moeller, Schlingemann, and Stultz 2005; Roll 1986). In a similar vein, scholars contend 
that merger-specific efficiencies—which parties proffer to show how transactions that 
raise competitive concerns generate benefits—are not only difficult to substantiate but 
often fail to materialize (Horizontal Merger Guidelines 2010; Oldale 2010; Ravenscraft 
and Scherer 2001).

yet, even among those who note the prevalence of inefficient mergers, opinions 
diverge as to whether this systematic deviation from standard economic models mat-
ters for antitrust law. Some argue that an accounting for the overall efficiency of a 
proposed merger is outside antitrust’s limited mandate to prevent only mergers “sub-
stantially likely to lessen competition” (Werden, Froeb, and Shor 2011). They also aver 
that the antitrust agencies already are skeptical regarding claims of merger-specific effi-
ciencies (Oldale 2010; Werden, Froeb, and Shor 2011). Others counter that the evidence 
of prevalent inefficient mergers justifies closer scrutiny by the agencies of transactions 
with potentially anticompetitive effects. After all, merger policy balances the uncertain 
prospects of over- and underenforcement—that is, the risk of blocking efficient merg-
ers versus the risk of allowing the consummation of anticompetitive ones. Hence, these 
commentators assert, if inefficient mergers are prevalent, the risks of overenforcement 
diminish and a greater emphasis on preventing anticompetitive mergers is warranted 
(Reeves and Stucke 2011).

Irrespective of its ultimate antitrust evaluation, therefore, the prevalence of ineffi-
cient mergers clearly illustrates the limited capacity of firms to eliminate costly mana-
gerial behavior, particularly where the interests of managers and their firms diverge. 
Indeed, in the case of mergers, at least some of those intrafirm governance mecha-
nisms that seek to address agency problems—like the contractual arrangements that 
determine managerial compensation in part based on firm size—may both promote 
inefficient mergers by strictly rational managers and do little to discipline boundedly 
rational merger activity.

5.2.3 Costly Bounded Rationality and the Limits of the Firm: Resale Price 
Maintenance
At times, the bounded rationality of managers harms the firm without benefiting man-
agers, suggesting that firms are more likely to discipline such deviations from strict 
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rationality. Besides the general limitations of intrafirm mechanisms, however, firms 
must first identify their managers’ costly errors and determine how to remedy them, a 
task that can be particularly challenging under some circumstances, as exemplified by 
the case of resale price maintenance (RPM)—a vertical agreement in which manufac-
turers dictate the minimum price at which their products are resold at retail.

Antitrust commentators have long debated the merits and demerits of this vertical 
practice based on the assumption of manufacturer rationality. Some point to RPM’s 
potential procompetitive benefits, primarily the stimulation of various costly retail 
services that enhance consumer demand and total sales of manufacturers’ products 
(Easterbrook 1984; Klein 2009). Others note the anticompetitive potential of the prac-
tice, which can facilitate cartels and otherwise soften horizontal competition at man-
ufacture or retail (Comanor 1985; Cooper et al. 2005). On either account, therefore, 
RPM always benefits its adopters, whether by beneficially raising demand or harmfully 
increasing market power. Because it can generate pro- and anticompetitive outcomes 
alike, resale price maintenance is now governed by the rule of reason, under which 
plaintiffs must show the practice anticompetitive on balance in the specific case (Leegin 
2007).

Behavioral antitrust offers a novel perspective on RPM. Specifically, both the histori-
cal evidence on the practice and the behavioral literature reveal that when resale price 
maintenance is legal some manufacturers will excessively impose it on their retailers 
(Tor and Rinner 2011). Manufacturers are prone to error with respect to vertical price 
restraints due to a number of behavioral phenomena: Judgmental biases—including 
anchoring on biased information from retailers, the availability and representative-
ness effects of a few vivid cases and small samples—lead managers to overestimate the 
expected harms of retailer price-cutting. Loss aversion makes managers averse to the 
potential harms of price-cutting, and fairness concerns can lead them to react nega-
tively to perceived free-riding by discounting retailers on the manufacturers’ brand 
investments. Manufacturers also tend to overvalue the direct elimination of retail 
price-cutting through RPM and to overestimate its benefits compared to alternative 
distribution arrangements that address the potential harms of price cutting in more 
indirect ways. Unlike their perfectly rational, hypothetical counterparts, therefore, 
real manufacturers sometimes overuse RPM, often at a cost to their own sales and 
profitability. Excessive use of the practice, moreover, can harm some retailers who are 
forced to charge higher prices for the manufacturer’s products than is optimal for them 
in their specific market setting.

These potential costs of boundedly rational RPM notwithstanding, further analysis 
reveals that the practice raises antitrust concerns only in those limited circumstances 
when it harms the competitive process itself rather than being costly to a few specific 
manufacturers and some of their retailers. Such harm to competition may occur, for 
example, when firms with substantial market power excessively use RPM or when the 
practice is pervasive in a given market, circumstances under which consumers may not 
have effective substitutes for the price-maintained products. Based on these and simi-
lar observations, moreover, behavioral antitrust can offer an appropriately structured 
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rule of reason for RPM, following the recent approach taken by the US Supreme Court 
(Leegin 2007).

Importantly, the behavioral analysis of resale price maintenance also illustrates how 
firms can be slow to discipline some behavioral phenomena. The historical data shows 
that when the practice is legal certain manufacturers employ it for significant periods 
of time, even when it is not beneficial to them. The slow learning of some firms to avoid 
resale price maintenance is understandable, however, once the relevant behavioral pro-
cesses are taken into account. On the part of firms, at least some of the forces that make 
RPM excessively attractive—such as the desire to control and limit business risks—can 
be pervasive features of managerial behavior more generally (Kahneman and Lovallo 
1993; March and Shapira 1987; Shapira 1995). Furthermore, when a business practice 
is unprofitable, managers may learn of it over time and avoid it. However, firms find it 
particularly difficult to learn the precise consequences of RPM. Manufacturers expect 
resale price maintenance to be costly in the short run, because the practice tends to 
increase retail prices and therefore reduce consumer demand. yet the purported long-
term benefits of RPM are hard to ascertain because of the myriad factors that over 
time impact consumer demand for a given product and the competitive conditions in 
the market. Moreover, the imposition of vertical price restraints itself impedes firms’ 
ability to learn when RPM is beneficial or costly for them. This practice, by definition, 
eliminates retail price variations for the manufacturer’s products and, with them, the 
valuable information they could have provided regarding the response of different 
markets to different price points (Tor and Rinner 2011).

6 Conclusion

The behavioral antitrust enterprise is still nascent. Despite the recent flood of scholar-
ship seeking to apply behavioral findings to antitrust issues, many important questions 
have yet to be examined at any depth. And while the interest of scholars in this new 
approach promises to yield further insights, the challenges of effectively and convinc-
ingly applying to antitrust those behavioral findings that primarily concern the non-
market behavior of individual decision-makers are significant. Partly for this reason, 
commentators recently have called for additional empirical evidence to shed light on 
behavioral antitrust questions (Bennett et al. 2010; Ginsburg and Moore 2010; Reeves 
and Stucke 2010). Indeed, some analysts have repeated the call for empirical evidence 
on numerous occasions without considering fully what new evidence is needed and 
under what conditions this evidence might help resolve the challenges facing behav-
ioral antitrust (Reeves 2010; Stucke 2009, 2011, 2013).

For example, the suggestion that the antitrust agencies conduct additional ret-
rospective studies of mergers in different industries—whether of mergers that were 
not challenged or those that were challenged unsuccessfully—would surely be ben-
eficial (Reeves and Stucke 2011; Stucke 2009, 2011). After all, any additional evidence 
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regarding the real outcomes of these mergers would be informative for antitrust policy. 
Notwithstanding their general value for antitrust enforcement, however, this and simi-
lar types of empirical evidence will do little to clarify when and how specific behavioral 
phenomena shape the competitive conduct of firms in markets. Even a finding that 
some horizontal mergers that ex ante raised significant competitive concerns but ulti-
mately went forward without enforcement action led to substantial increases in mar-
ket power but no appreciable efficiencies would not contribute much to the behavioral 
antitrust debate. Such a finding might show the agencies are too permissive or maybe 
properly cautious—once the costs of erroneously excessive enforcement are taken into 
account—but would not prove whether this outcome reflects rational calculation (the 
merged firm is now better off), managerial overconfidence (efficiencies were not real-
ized), or simply the resolution of business uncertainty that occasionally selects for less-
likely outcomes.

This is not to say that amassing further empirical evidence would not advance anti-
trust law and policy, only that such findings will rarely clarify the extent to which 
behavioral phenomena manifest in antitrust markets and the precise form they take 
in these settings, if any. An exception to the limited behavioral utility of such find-
ings might be where robust empirical patterns contradict standard accounts and better 
conform to behavioral ones. yet even in these uncommon cases the behavioral lesson 
may still be ambiguous, given the uncertainty of markets on the one hand and the lack 
of direct evidence linking specific managerial-level phenomena with the competitive 
conduct and outcomes of firms on the other.

Therefore, to advance behavioral antitrust beyond a reasoned and careful theo-
retical application of more general findings from the lab and the field, scholars need 
something more than empirical antitrust evidence writ large. Experimental studies of 
antitrust offer one valuable and developing category of research that may yield such 
benefits (Engel 2005, 2007, 2009, 2010b; Engel and Zhurakhovska 2011; Hinloopen and 
Normann 2009). In particular, controlled experiments that test for the manifestation 
of more broadly known behavioral phenomena or at least are informed by these find-
ings—such as the approach promoted recently by advocates of “behavioral industrial 
organization”—can offer more direct evidence that links behavioral patterns to the 
conduct of and outcomes for firms in markets (Van Damme, Larouche, and Müller 
2009). The development of empirical studies and theoretical models that link specific 
managerial characteristics with firm-level outcomes—following the success of similar 
approaches in behavioral finance—might offer another potentially beneficial venue for 
future, behaviorally informed research in antitrust (Malmendier and Tate 2005; Niu 
2010; Puetz and Ruenzi 2011)

Overall, different types of empirical—observational and experimental—evidence 
offer different benefits and limits from the perspective of behavioral antitrust. None 
of these various sources of evidence is likely to suffice on its own, but together they 
could dramatically enhance our understanding of market behavior and its competitive 
consequences. Even in the best of future cases, however, dramatic developments using 
new approaches will likely take many years to generate a sizable body of evidence. In 
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the interim, and probably thereafter as well, antitrust analysis will benefit greatly from 
a better understanding of the nature of the empirical behavioral findings that underlie 
behavioral antitrust.

Most importantly, this evidence concerns specific behavioral regularities (and thus 
also irregularities) rather than broad certainties in the mold of the universal, hypo-
thetical model of antitrust rationality. Human behavior is highly variable and context 
dependent (Mitchell 2003; Rachlinski 2000; Tor 2008), so we cannot expect antitrust 
actors all to behave in the same fashion all the time. The institutions of antitrust—most 
notably the markets and firms discussed here—can make the behavior of antitrust 
actors more universal and predictable (Engel 2005). yet not only are they incapable of 
altogether eliminating the variability and heterogeneity of individual behavior, but 
markets and firms also introduce some additional behavioral complexities, as this 
chapter made clear.

For this reason, one immediate implication of behavioral antitrust is that the law 
must account for both behavioral regularities and behavioral irregularities. When 
fashioning antitrust doctrines and enforcement policies, courts and agencies will do 
well to factor in the likelihood of systematic deviations from assumptions of rational-
ity on the part of consumers and firms overall. At the same time, however, one should 
not mistakenly assume that these population-level tendencies apply to all market par-
ticipants, all the time. Hence, those evidentiary and procedural rules, as well the deci-
sions of courts and agencies in specific antitrust cases, should leave appropriate room 
for evidence of the potentially irregular conduct of specific market participants and its 
competitive effects.
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CHAPTER 22

BEH AV IOR A L A NA LYSIS  OF 
CR I M I NA L L AW

A Survey

ALON HAR EL

1 Introduction

Behavioral analysis of criminal law exploits social science methodologies (behav-
ioral economics, psychology, and even sociology) to explore the effects of criminal 
law norms on criminals, judges, juries, and other decision-makers, to determine the 
optimal type and size of criminal sanctions, and to identify the optimal design of the 
enforcement system and the rules of evidence. Behavioral analysis of criminal law 
often addresses, criticizes, or complements the findings of the traditional economic 
tools by using social sciences findings concerning the content of individuals’ beliefs, 
and the content of their preferences. As criminals, victims of crime, judges, and other 
relevant agents form beliefs concerning probability of detection and conviction, and 
those beliefs affect the propensity to commit crimes, enforcement policy, evidence law, 
and procedural law are as relevant to the understanding of the effects of criminal law 
as the substantive doctrines of criminal law itself. Hence both the economic and the 
behavioral approaches to the analysis of criminal law challenge the traditional doctri-
nal distinctions between criminal law, criminal procedure and evidence, and, last, the 
enforcement policy.

The behavioral approach to criminal law is founded on the research of behav-
ioral economists, psychologists, and sociologists.1 Unlike traditional neoclassical 

1 For previous surveys of the behavioral approach to criminal law, see McAdams and Ulen Thomas 
(2009); Garoupa (2003); Jolls (2005). This survey differs, however, from these surveys as it aims also 
to explore the philosophical foundations of the field. For a general description of economic and 
behavioral approach to criminal law, see Harel (2012).
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economics, the behavioral perspective is eclectic rather than unitary; it is composed 
of various psychological findings including cognitive biases and their effects, prospect 
theory, the effects of social norms, findings concerning the ways preferences and beliefs 
are being shaped, and even studies concerning happiness. Behavioral theorists call for 
the exploitation of various cognitive misperceptions, biases, and heuristics to increase 
the deterrent effect of criminal law prohibitions and sanctions and/or increase their 
effectiveness in other ways.

Both economic and behavioral approaches to law in general and criminal law in 
particular are revisionary. As the work of Gary Becker most famously indicates, even 
basic moral convictions deeply entrenched in legal doctrine are subject to scrutiny 
(Becker 1968). yet, despite the principled willingness to challenge legal doctrine for 
the sake of promoting social goals such as efficiency or distributive justice, it is often 
the case that both economists and behavioral scientists use economic and behavioral 
tools to justify and defend, rather than critique and question, existing legal doctrines 
(Posner 2007).
This survey starts by examining in section 2 the theoretical foundations of behavioral 
analysis of criminal law. I contrast behavioral analysis with traditional criminal law 
doctrine (founded on retributive justice values) and, then, I contrast the behavioral 
approach to criminal law with traditional neoclassical economic analysis of crimi-
nal law and point out the distinctive features of the former. Section 3 illustrates the 
ways in which various behavioral phenomena can be used to understand the effects 
of criminal law norms and to design criminal law in a way that serves its social goals, 
in particular deterrence. Section 4 discusses the literature on happiness and its rel-
evance to the optimal design of criminal law. Most interestingly I establish that unlike 
the conventional economic/behavioral analysis of criminal law, the literature on hap-
piness can be used to promote retributive justice concerns. Section 5 examines criti-
cally the potential contribution of behavioral studies to the optimal design of the legal 
system.

2 Theoretical Foundations

To understand the contribution of behavioral analysis of criminal law to the study 
of law one needs to point out what is distinctive about behavioral analysis of crimi-
nal law, namely in what ways behavioral analysis modifies the ways criminal law 
should be understood and/or reformed. In section 2.1 I contrast economic/behav-
ioral analysis of criminal law with the traditional doctrinal/analytic approach 
based on retributive justice. In section 2.2 I contrast the behavioral approach with 
its older and more established ancestor—the traditional economic approach to 
criminal law—and examine the commonalities and the differences between these 
two fields.
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2.1 Criminal Law versus the Economic/Behavioral Analysis of 
Criminal Law

This section explores the relation between behavioral analysis of law on the one hand 
and the dominant tradition in the study of criminal law, based on retributive values. 
It is not an accident that I speak here together on the economic and the behavioral 
analysis, as there are important commonalities between these two traditions. I have 
to concede at the outset that the retributive tradition is much richer than the version of 
retributivism presented below. yet this sketchy version is sufficient to show the incon-
gruities between traditional criminal law and the economic/behavioral tradition.

The traditional criminal law theorist believes that the criminal law primarily guides 
people and instructs them. Criminal law sanctions ought to be imposed on agents who 
committed wrongful acts because they “deserve” to be punished, and the severity of 
the criminal sanction ought to be proportionate to the wrongfulness of the act and to 
the culpability of the actor.(Duff 1990; 103; Fletcher 1978 454–59; Nozick 1981 363–97) 
Some retributivists oppose using criminal law for the sake of realizing any social goals 
including deterrence and/or just distribution, as such a use violates the basic Kantian 
principle under which one ought not use a person only as a means (not even as a means 
to deter or prevent crimes) (Rauscher 2012). It is unjust to inflict a sanction on the per-
son simply because such a sanction brings about socially desirable outcomes; the only 
justification for such a sanction is that the person “deserves” it.

This view contrasts sharply with the view of law and economics and behavioral the-
orists. Under their view, criminal law is a mechanism or an instrument for prevent-
ing/deterring undesirable behavior.2 Most typically criminal law norms (as well as 
other legal norms) are perceived as incentives for individuals to behave in a way that 
is socially optimal. A state of affairs that is socially optimal is often identified with effi-
ciency, but it need not be identified only with efficiency. Distributive justice concerns 
could also be regarded as a legitimate goal of the economic/behavioral analysis (Harel 
1994, 1201–208; Harel and Parchomovsky 1999). Under this view, the primary role of 
criminal sanctions is to influence behavior (typically by deterring and sometimes 
also by incapacitating or rehabilitating criminals). Unlike the retributivist tradition, 
which often regards punishment as desirable in itself irrespective of its consequences,3 

2 This view follows the utilitarian theory developed by Bentham (1996). Gary Becker (1968) used 
contemporary neoclassical economic tools to develop Bentham’s insights. For a more legally informed 
doctrinal analysis of criminal law along these lines, see Posner (1985).

3 The intrinsic value attributed to punishment by retributive thinkers is expressed most famously 
in a well-known passage in which Kant defends the view that if society is dispersed it must first execute 
all murderers “so that each has done to him what his deeds deserve and blood guilt does not cling to 
the people for not having insisted upon this punishment.” As the execution is performed just before 
society is dispersed, no social goals are served by it; it is executed exclusively because of the retributive 
concern to punish. See Kant (1996), 106.
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economic and behavioral approaches regard punishment as evil in itself (given its costs 
to society and to the criminal) but, it is at times a necessary evil to deter or prevent 
crime.4

By regarding efficiency (or any other social goals) as the primary (or even exclusive) 
consideration underlying criminal law, economic analysis of law as well as behavioral 
analysis conflict with the retributivist tradition, and such a conflict inevitably triggers 
incongruities between criminal law as it is commonly justified and understood and the 
economic/behavioral approach to criminal law. Let me briefly explore two examples of 
such incongruity.

The first incongruity touches upon fundamental assumptions concerning human 
rationality. In different ways the traditional criminal law approach and the law and 
economics approach are founded on assumptions concerning rationality. In con-
trast the behavioral approach relies heavily on the irrationality of agents or, at least 
on assumptions concerning “bounded rationality,” namely, on the existence of limi-
tations on rationality. Most typically, the behavioral approach to criminal law often 
calls for exploiting cognitive errors and irrational human dispositions to deter or pre-
vent crime. Some of the recommendations of the behavioral tradition are designed 
to trigger errors on the part of the criminals in judging the severity of the criminal 
sanctions and/or the probability of detection in order to increase the effectiveness of 
criminal sanctions. The policy recommendations of behavioral theorists in such cases 
are founded often on methods that can be described as manipulative and fraudulent. 
For instance it was argued that to deter parking violations one ought to use “tricks” 
such as using “large, bright orange tickets that read ‘VIOLATION’ in oversize letters on 
the drivers’ side window where they are clearly visible to other drivers passing by.” The 
availability heuristic discussed below predicts that such a tactic would lead agents to 
overestimate the prospects of a parking ticket (Jolls, Sunstein, and Thaler 1998, 1538).

In contrast, classical retributivism is often based on claims concerning the ratio-
nality of individuals and their capacity to make informed moral judgments and act 
on their basis. Arguments concerning “free will” of individuals and their capacity to 
make autonomous choices are deeply entrenched in the retributivist tradition. This 
view has important implications concerning the justification as well as the legitimate 
ways of inflicting criminal sanctions. To illustrate, Anthony Duff’s “communicative 
theory” justifies punishment by pointing out that punishment conveys moral condem-
nation of the wrongful act (Duff 2007). The criminal process is described in his theory 
as a dialogue between the state and the criminal in which the state provides arguments 
and the criminal responds to these arguments. The use of manipulation by exploiting 

4 This was already the view of Jeremy Bentham (1996) who maintained: “all punishment is mischief, 
all punishment in itself is evil.” Bentham also inferred from this observation the principle of “frugality 
of punishment,” namely that punishment ought to be as small as possible to achieve its social goals. 
I believe it is unfortunate that this principle has been forgotten by contemporary legislators and 
judges.
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cognitive errors (characteristic of the behavioral approach to law) deviates radically 
from the retributivist tradition, which has dominated the field of criminal law.

The second important incongruity between criminal law as understood by tradi-
tional criminal law theorists and the economic/behavioral approach to criminal law 
focuses on what counts as punishment. The retributivist believes that punishment 
ought to be inflicted because criminals “deserve” their punishment, and hence that 
what counts is the ex post sanction–the actual punishment inflicted on the criminal. 
The retributivist acknowledges of course that sometimes the criminal is not detected 
and, hence, no punishment is inflicted. But once detected the criminal ought to suf-
fer in proportion to the gravity of the crime. In contrast, economic and behavioral 
theorists of law regard criminal law as an instrument designed to provide optimal 
incentives. The sanctions which are relevant for their enterprise are the ex ante sanc-
tions—the expected punishment taking into account the probability of detection. 
Harsher actual sanctions are necessary therefore to the extent that the probability of 
detection is low and vice versa.

It follows from this analysis that distinctions that are central to legal doctrine such 
as the distinction between substantive criminal law, procedural law, evidence law, and 
the design of enforcement institutions are perceived by economists and behavioral sci-
entists to be artificial. As the effectiveness of deterrence (as well as other social goals) 
hinges not only on the substantive doctrines of criminal law but also on the probability 
of detection and conviction, the law of evidence and the enforcement policy become 
central to the economic/behavioral analysis and are inseparable from the substantive 
doctrines of criminal law. One of the most interesting and somewhat counterintuitive 
results of this approach is that under both the economic and the behavioral approach, 
the optimal size of the criminal sanction is inversely related to the probability of detec-
tion and conviction. This view differs sharply from the retributivist tradition, which 
believes that the actual (rather than expected) punishment ought to be proportionate 
to the wrongfulness of the act and the culpability of the actor.

2.2 Economic versus Behavioral Approaches to Criminal Law

The standard law and economics account of criminal behavior begins with the obser-
vation that criminals (as well as other relevant agents such as judges, jurors, police offi-
cers, and victims of crimes) are rational decision-makers (Becker 1968; Posner 2007). 
Rationality however is understood differently than the rationality as understood 
within the retributivist tradition. Rational individuals as understood within this tradi-
tion are self-interested; they decide whether to commit a crime on the basis of weigh-
ing the expected costs and benefits resulting from it. These costs and benefits are not 
merely monetary; they include nonmonetary concerns including guilt feelings, stigma, 
and so on.

The traditional economic analysis of criminal law explains human behavior in terms 
of the expected costs and benefits of crime. These costs and benefits include parameters 
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such as the probability of detection, the size of the sanction, the attitudes of individuals 
towards risk, the expected costs of the sanctions, and so on. The basic premise of this 
analysis is that individuals make rational judgments on the basis of these parameters 
and guide their behavior accordingly.

Many of the behavioral theories examined in this chapter challenge this claim. For 
instance, it is pointed out that the expected sanctions do not guide people’s behavior 
in mechanical or predictable ways. Criminal law influences individuals by modifying 
their beliefs and preferences. If there are systematic biases that distort the judgments 
of individuals, such biases alter individual behavior and result in irrational behavior. 
False beliefs concerning the severity of the sanction, the probability of detection, and 
so forth, would inevitably lead the criminal either to commit crimes it is irrational for 
him to commit or not to commit crimes it is rational for him to commit. yet behav-
ioral theorists also believe that such biases are not erratic or arbitrary; they are predict-
able and identifiable and therefore can be exploited by policymakers. At the same time, 
behavioral law and economics maintains that policymakers/legislators themselves are 
also subject to such cognitive biases, and those distort their judgments. Note that in the 
present context, the terminology of “biases” and “distortion” is not meant to be norma-
tive but purely descriptive; it is meant to denote that the behavior deviates (or is likely to 
deviate) from the assumptions of economic rationality.

The dichotomy between rationality and irrationality is not always precise or easy to 
draw. The controversy concerning rationality is complicated given that many of the 
distortions identified by behavioral scientists may be rational in the long run as they 
serve (at least in the long run) to promote the interests of the agents. They often reflect 
therefore a difference between rationality with respect to any individual decision and 
rationality in forming long-term rational strategies (Kahneman 2003).

The behavioral approach exploits empirical and experimental findings either to 
complement or, at times, to challenge the premise of rationality of human agents. The 
difference between complementing and challenging deserves attention. Behavioral sci-
entists complement the findings by attributing to individuals certain preferences on 
the basis of psychological observations. Thus, for instance, behavioral scientists may 
establish that under certain circumstances individuals can be risk-averse or risk-loving 
depending on the way they frame a given choice or that they discount future bene-
fits. These dispositions are not required by rationality, but they are not precluded by it 
either. At times behavioral scientists go further and challenge the findings of economic 
theory by pointing out that individuals are “irrational”; they form false or misguided 
beliefs that are not supported by the evidence at their disposal (e.g., they are too opti-
mistic); they assess probabilities on the basis of anecdotal evidence; they make deci-
sions based on the ways circumstances are being presented to them (framing) and not 
on the basis of how things really are. In such cases individuals operate in ways that fail 
to maximize their own utility.

The boundaries between complementing and challenging the findings of economic 
theory are not always clear, as it is not always clear what choices are rational or irratio-
nal. While it is always intellectually appealing for behavioral theorists to describe their 
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findings as refuting the rationality of the agents, the question of whether such find-
ings complement economic theory (by identifying the actual beliefs and preferences 
of individuals) or establish that individuals are irrational (because their choices do not 
maximize their utility) is less crucial than simply identifying the behavioral phenom-
ena and their potential relevance to legislators, administrators, and judges.

3 The Behavioral Approach to 
Criminal Law

Being ultimately a critical methodology designed to complement and challenge the 
findings of economic analysis of law, one traditional way of presenting behavioral find-
ings is by contrasting them with the findings of traditional economic theory (Harel 
2012). In the following discussion I shall follow this approach. At times however I will 
also contrast the behavioral findings with the retributivist tradition.

A word of caution: the behavioral analysis of law often applies general findings of 
behavioral science to the legal context. Psychologists investigate and make predic-
tions as to how individuals act under uncertainty; what beliefs they form in different 
circumstances; what preferences they are disposed to adopt, and so forth. Legal theo-
rists often apply these general predictions to the legal context. Such a methodology has 
risks, as predictions concerning the behavior of human beings are often sensitive to 
the context, and individuals facing a choice to commit a crime or to sentence crimi-
nals may behave differently than individuals facing choices in other contexts. To over-
come this problem, behavioral law and economics theorists often examine empirically/
experimentally the soundness of the general predictions in specific legal contexts. They 
do not apply automatically the general observations made by social scientists to the 
legal context. Instead they try to make independent investigations that involve legal 
uncertainty.

A much greater concern for the behavioral approach to law is the reliability of the 
behavioral method as such. Empirical/experimental research is currently a battlefield 
where different methodologies are being advocated and criticized, and theorists com-
ing from different methodological schools expose deficiencies of other methodologies 
(see generally  chapter 5 by Engel in this volume). This chapter does not examine these 
debates and it will use indiscriminately research by theorists coming from different 
schools, including in particular behavioral economics, cognitive psychology, and soci-
ology. My primary aim here is to illustrate the ways behavioral approach can contrib-
ute to better understanding and designing of the law. The reliability of one method 
or another is of course important, but, as my aim is illustrative, it is not necessary to 
explore this issue here. The rest of this section examines various behavioral phenom-
ena that are relevant to criminal law doctrine or related fields.
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3.1 Behavioral Findings and Their Relevance to Criminal Law

As stated at the outset the behavioral analysis of law is an eclectic field. In this sec-
tion I investigate various behavioral phenomena that are relevant to criminal law. The 
analysis is divided into two subsections. I first discuss behavioral phenomena that are 
individual and psychological (section 3.1.1), and then behavioral phenomena that are 
primarily sociological as they involve social interaction among individuals (section 
3.1.2).

3.1.1 Psychological Findings and the Law
3.1.1.1. Behavioral Observations on the Optimal Design of Criminal Sanctions 
and Probability of Detection

 Criminal law differentiates sharply between the size of the sanction and the probabil-
ity of detection and conviction. The size of the criminal sanction ought to reflect the 
seriousness and hideousness of the crime. The more hideous the crime, the harsher 
the sanction ought to be. Murder is ordinarily a more serious wrong than burglary, 
and burglary is more serious than theft. The punishments for the different offenses 
should reflect the hierarchy or gravity of the offense. Under this view, there is no rela-
tion between the probability of detection and conviction, and the size of the sanction. 
Empirical studies indicate that the traditional strict separation between these two 
questions reflects not only legal doctrine but also the moral intuitions of most people. 
Individuals believe that the size of the sanction ought not to depend on the probability 
of detection (Sunstein, Schkade, and Kahneman 2000; Baron and Ritov 2009).

As indicated earlier, economic analysis of criminal law rejects this view. The pri-
mary purpose of criminal sanctions is to deter individuals from antisocial behavior. 
Increasing the probability of detection and conviction, and increasing the size of the 
sanction, are both congenial to deterrence. Both the probability of detection and con-
viction and the size of the sanction determine the size of the expected sanction, and it is 
the expected sanction that matters from the perspective of deterrence. As the expected 
sanction should not exceed what is necessary for the purpose of deterrence, it follows 
that the harsher the sanction, the lesser the probability of detection and conviction 
ought to be, and vice versa.

The legal system ought to determine not only the size of the expected sanction but 
also the size of the expected sanction’s components: the probability of detection and 
conviction on the one hand and the size of the sanction on the other. In his seminal 
article on the economics of criminal law, Gary Becker provides a simple, compel-
ling, and highly counterintuitive answer to this question (Becker 1968, 183–84). Under 
Becker’s view, the answer to this question depends on the costs of increasing the size of 
the sanction on the one hand and increasing the probability of detection on the other. 
Becker maintains that if increasing the probability of detection is much more costly to 
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society than increasing the size of the sanction, it follows that the legal system ought to 
inflict harsh sanctions even for the most trivial offenses (Becker 1968, 183–84).

The possibility that efficiency may under certain plausible conditions require increas-
ing sanctions and reducing the probability of detection horrified even the most ortho-
dox advocates of law and economics who tried hard to provide counterarguments. For 
instance some theorists argued that harsh sanctions may have negative implications 
as they induce offenders to increase their investment in precautions, and therefore it 
may have negative effects on the probability of detection and conviction (Mikos 2005). 
Further it was argued that imposing harsh sanctions for all crimes undermines mar-
ginal deterrence; if I already committed a parking offense for which I am liable to be 
executed, I would not be deterred from committing more serious crimes, for example, 
killing eyewitnesses (Posner 2007, 221).5

The behavioral tradition addresses this concern differently. Behavioral scientists 
explore which components of the criminal sanctions have a greater deterrent effect: the 
probability of detection or the size of the sanction. More specifically, they argue that 
while both increasing the sanction and elevating the probability of detection affect 
criminal behavior, they need not necessarily have identical effects.

To clarify this point, let us define the concepts of risk-neutral, risk-averse, and risk-
loving individuals. An individual is risk neutral to sanctions if he is indifferent as to 
two sanctions with equal expected value. The expected value of a sanction is the size of 
the sanction multiplied by the probability that it will be imposed. A fine of $10,000 with 
a 1% probability of detection deters such an individual to the same degree as a fine of 
$100 with a 100% probability of detection. An individual is risk averse if he is deterred 
more by a harsh sanction with a low probability of detection (e.g., $10,000 with a 1% 
probability of detection) than by a light sanction with a high probability of detection 
(e.g., $100 with a 100% probability of detection). A risk-loving individual is deterred 
more by a light sanction with a high probability of detection (e.g., $100 with a 100% 
probability of detection) than by a harsh sanction with a low probability of detection 
(e.g., $10,000 with a 1% probability of detection). If individuals are risk averse, the poli-
cymaker can increase deterrence by imposing harsh sanctions with low probabilities of 
detection; if individuals are risk loving, deterrence may be increased by imposing light 
sanctions with high probabilities of detection.

Criminology research has been struggling with the question what has greater influ-
ence on criminal behavior: the certainty or severity of the criminal sanctions (Grogger 
1991). While empirical researchers debate this issue there are behavioral phenomena 
that support the claim that certainty should have greater effects than severity, namely 
that individuals are risk loving; they are deterred more by low sanctions with high 
probabilities of detection than by harsh sanctions with low probabilities of detection.

5 I think that despite the fact that this is considered the standard and the most compelling reply to 
Becker’s challenge, this explanation fails. Even if the sanctions are harsh, marginal deterrence can be 
guaranteed by differentiating the probability of detection for light and grave offenses, i.e., by investing 
greater effort in detecting grave offenses. For another attempt to rebut Becker's challenge along the 
lines of traditional law and economics, see Polinsky and Shavell (1984).
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Take first the case of incarceration. Increasing the size of a sanction from a one-year 
to a two-year prison term does not double the deterrent effects of the sanction, because 
of a psychological phenomenon called discounting of the future.6 Compare Arthur, 
who expects to go to the dentist tomorrow and have a painful treatment, with Betty, 
who expects to go to the dentist next month. Arthur is anxious and wakes up at night 
anticipating the pain, while Betty has no anxiety at this point. Individuals tend to dis-
count the significance of distant future events. It follows that a second year of impris-
onment (which inevitably starts only after the end of the first year) has a lesser deterrent 
effect than the first year (which starts immediately after conviction). A prison term of 
one year with a 2% probability of detection has a greater deterrent effect than two years 
with a 1% probability.

Another relevant explanation is based on the observation that legal sanctions are 
only part of the overall sanctions imposed on criminals. The criminal also suffers 
from stigma, which in turn often has both monetary and nonmonetary effects on the 
criminal.7 Criminal conviction exposes the criminal to both legal and social sanc-
tions. Assume that conviction exposes the criminal to a legal sanction of $100 and to 
a social sanction worth $100 to him. The sanction is effectively $200. Assume also that 
the probability of detection is 1% and the expected overall sanction (consisting of the 
legal and nonlegal sanction) is therefore $2. If the state increases the legal sanction 
from $100 to $200, the overall sanction increases from $200 to $300 and the expected 
sanction increases as a result to $3. Doubling the size of the (legal) fine in this case from 
$100 to $200 does not double the overall sanction. yet doubling the probability from 1% 
to 2% would double the expected sanction from $2 to $4. Increasing the probability of 
detection has a greater effect on deterrence than increasing the sanction.8

3.1.1.2 Behavioral Effects of Uncertainty: The Punishment and the Detection 
Roulettes

Criminal law tradition is committed to reducing as much as possible any uncertainty 
or unpredictability as to the scope of criminal offenses and the size of the criminal 
sanction. Such certainty and predictability is required by principles of the rule of law, 
and, consequently, such a principle is often entrenched in bills of rights and constitu-
tions (Harel and Segal 1999, 281–85). On the other hand, there is no attempt on the part 
of the social planner to guarantee certainty with respect to the probability of detection 
or conviction.

6 For an accessible explanation of discounting, see Shane, Loewenstein, and O’Donoghue (2002). 
For an application to the case of incarceration, see Harel and Segal (1999). Some theorists raised the 
conjecture that long periods of imprisonment have very small deterrent effect because of “hyperbolic 
discounting” (Garoupa 2003; Bronsteen, Buccafusco, and Masur, 2009).

7 On the dramatic monetary repercussions of criminal conviction, see Lott (1992).
8 Traditional law and economic theorists could easily accept such an analysis, and, strictly 

speaking, this observation ought not to be classified as “behavioral.” I include it here as some 
behavioral scientists often emphasize the significance of stigma.
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To illustrate, consider the following example. Arnold and Betty commit an identical 
offense under similar circumstances. Arnold is sentenced to 10 years, while Betty is sen-
tenced to 5 years. This gap seems unjust and may perhaps provide grounds for appeal. 
There is no reason why different sanctions are imposed on individuals who commit-
ted identical offenses under identical circumstances. In contrast, assume that when 
Arnold commits the offense, police invest little in enforcement and, consequently, the 
probability of detection is low. The police then increase the investment in detection, 
and when Betty commits the offense, she is caught as a result of this special effort by the 
police. It is difficult to claim in such a case that Betty was discriminated against even 
if she could not have known when she committed the offense that the police would 
increase its investment in detection, and even if she can prove that she would not have 
been caught unless the police changed its enforcement policy.

Another indication of the difference between uncertainty with respect to the size 
of the sanction and uncertainty with respect to the probability of detection can be 
found in the information given to individuals. Criminal law provides information 
with respect to the size of criminal sanctions; it does not provide such information 
with respect to the probability of detection. Criminal law doctrine guarantees that 
the sanctions meted out would not be more severe than the one in force when the 
offense was committed, but it does not guarantee that the probability of detection 
remains fixed. It is a basic principle of criminal law (and it is part of the rule of law 
more generally) that increasing a sanction for a criminal offense does not apply ret-
roactively. A potential criminal can “rely” on the size of a sanction as is specified 
in the law at the time she commits the offense. On the other hand, no legal system 
allows a criminal to argue that the probability of detection increased “retroactively” 
after the offense was committed.

More generally, different legal ethos governs the size of legal sanctions and the prob-
ability of detection. The severity of the criminal sanction reflects the seriousness of 
the offense; hence, the legal system is committed to consistency in determining the 
severity of sanctions. Most importantly, it is committed to providing “fair warning” 
to criminals with respect to the size of the criminal sanctions. The detailed Sentencing 
Guidelines are perhaps the most evident manifestation of the commitment of the crim-
inal law system to provide a fair and precise warning. On the other hand, the probabil-
ity of detection is under the dominant tradition a function of pragmatic considerations, 
which change from time to time. The legal system rejects punishment roulettes and 
tries to guarantee certainty and predictability with respect to the size of the sanction. It 
does not, however, oppose detection roulettes, and the probability of detection is sub-
ject to uncertainty.

The differential treatment of punishment on the one hand and probability of detec-
tion on the other hand appears natural to traditional criminal lawyers, but from an 
economic perspective it is puzzling. After all economic analysis of law regards both 
punishment and detection as components of the expected sanction. Why should there 
be such a major difference between the treatment of the size of the sanction and the 
probability of detection?
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A natural way to justify the differential treatment is to explain it on behavioral 
grounds as an effective means to increase deterrence. This justification is based on the 
expected reaction of a criminal to punishment roulette on the one hand and probabil-
ity of detection roulette on the other hand (Harel and Segal 1999). To illustrate, com-
pare the two following legal systems. Under the first system, every convicted thief is 
sentenced to two years in prison. Under the second system, there is a sentencing rou-
lette that inflicts a sanction of three years in prison on 50% of thieves and one year in 
prison on the other 50% of thieves. The expected sanction is two years in prison. Which 
system is more effective?

The answer to this question depends on the deterrent effects of each one of these sys-
tems. If thieves were risk averse, they would prefer the first system to the second system, 
and, consequently, sentencing roulette would have greater deterrent effect. If, on the 
other hand, thieves are risk loving, they would prefer sentencing roulette, and therefore 
the deterrent effect of a certain sanction would be greater. Similar observations can be 
made with respect to the probability of detection roulette. If criminals prefer probabil-
ity of detection roulette (e.g., 50% of the criminals are caught with a probability of 1% 
and 50% with a probability of 3%) over a known probability (all are caught with a prob-
ability of 2%), the deterrent effect of probability of detection roulette would be lower 
than the deterrent effect of a known probability and vice versa.

We can now evaluate the desirability of sentencing roulette on the one hand and 
probability of detection roulette on the other. As we saw earlier, the existing legal sys-
tem rejects the sentencing roulette but endorses the probability of detection roulette. 
The current system is justified only if criminals are risk loving with respect to sentences 
but risk averse (or at least risk neutral) with respect to the probability of detection.

There are indeed good reasons to believe that criminals are risk loving with respect 
to sentences. As demonstrated above, criminals are likely to be risk loving with respect 
to terms of incarceration because of their disposition to discount future costs. Hence, 
predictable (fixed) terms of incarceration (e.g., 2 years in prison) are likely to deter indi-
viduals more than risky terms with the same expected length (50% of 1 year in prison 
and 50% of 3 years in prison).

The infliction of fines requires a different analysis since unlike years in jail the entire 
fine is paid at once. Consequently there are no discounting effects. There is, however, 
theoretical support for the view that criminals are risk loving also with respect to 
fines. One of the major findings of prospect theory is that individuals are (typically) 
risk averse with respect to gains but risk loving with respect to losses. To determine 
whether a person is risk averse or risk loving, one ought first to identify whether the 
agent perceives the decision as involving a loss or a gain. The subjective perception of a 
decision as involving a gain or a loss is often highly sensitive to the way the decision is 
described to the agent and to the context in which the decision is being made. Thus, if 
individuals face a choice between an 80% probability of gaining $100 or receiving (for 
certain) $80, they would prefer receiving $80. In contrast, if individuals face a choice 
between an 80% probability of losing $100 or losing (for certain) $80, they would prefer 
the lottery to the loss.
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A fine is naturally understood as a cost, and, consequently, under prospect theory 
one would expect criminals to be risk loving with respect to a sentencing lottery involv-
ing fines. These observations support the existing legal regulation of uncertainty under 
which sentences are certain and predictable.

yet, given the sensitivity of risk propensities to the “framing” of the decision as 
involving either a loss or a gain, one may reach also other conclusions. In an experi-
ment designed to examine the risk propensities of individuals to criminal fines, it was 
found that the transition from a certain/predictable schemes of fines to a risky scheme 
of probabilistic fines increased rather than decreased the effectiveness of deterrence 
(Baker, Harel, and Kugler 2004). One possible explanation is that individuals do not 
evaluate the sanction in isolation; instead they evaluate it in conjunction with the 
expected benefits of the crime. In deciding whether to commit a crime individuals dis-
count the costs (fines) from the benefits and, if the sum is positive, they treat their deci-
sion as a decision involving gains. Prospect theory would in such a case predict that 
criminals would be risk averse, and if they are risk averse the optimal sanction ought to 
be probabilistic.

This example illustrates that behavioral science predictions are often not well 
defined. Punishment is clearly a cost to individuals who commit crimes. But it can-
not be assumed without further investigation that criminals treat punishment as a cost 
or that their risk propensities with respect to criminal sanctions are aligned with the 
predictions of prospect theory concerning losses. What determines whether a per-
son is risk averse or risk loving is the framing of the decision by the agent as a gain or 
a loss and not any external or “objective” judgment as to its nature. As one theorist 
argued: “While the predictions of prospect theory are clear once a reference point has 
been established. . . it is far less clear what constitutes a reference point (Teichman 2011, 
1700–701).9

3.1.1.3 How to Enrich the State by Using Prospect Theory

Tax evasion is among the most common criminal offenses and many resources are 
invested in an effort to reduce its scope. Behavioral scientists believe that prospect 
theory may be used to reduce the scope of tax evasion (yaniv 1999; see also Guthrie 
2002–3, 1142–45).

As mentioned above, prospect theory predicts that individuals have differential atti-
tudes towards risk. Risk attitudes are different in cases in which the decision involves 
probabilistic gains and cases in which the decision involves probabilistic losses. While 
individuals are risk averse with respect to gains, they are often risk loving with respect 
to losses.

Tax evasion can be described as a lottery. The individual faces a choice to pay his 
taxes or to pay a smaller amount but to face a risk that, if caught, he would be subject to 

9 This is part of a larger concern raised by Teichman, namely the concern that some cognitive 
phenomena are indeterminate. I investigate this concern at greater length below.
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a large fine. The inclination to take risks hinges on the question of whether individuals 
perceive the lottery as a lottery designed to increase their gains or to reduce their losses. 
Further, the state can influence (at least to some extent) whether the lottery is perceived 
as minimizing losses or maximizing gains. Thus, the state can partially control the risk 
attitudes of individuals and manipulate them to promote its ends, namely to reduce tax 
evasion.

One instrument used by the state is advance tax payment. The state deducts money 
during the year and, at the end of the year, the taxpayer is required to provide an annual 
report of his income. If the income is larger than the evaluation on the basis of which 
the advance payments were made, the taxpayer pays the difference to the state. If the 
income is lower than the evaluation on the basis of which the advance payments were 
made, the tax authorities pay back the difference to the taxpayer. Should the state make 
a high evaluation of the income (and therefore most likely return money to the tax-
payer at the end of the year) or should it make a low evaluation of the income (and 
charge the difference from the taxpayer at the end of the year)?

Prospect theory would recommend that the state make a high evaluation. High 
advance tax payments mean that tax evasion is a lottery over gains rather than 
losses. The taxpayer has already made the payment and he expects to get a return 
that, it is likely, will be perceived by him as a gain. Given the prediction of prospect 
theory that individuals are risk loving with respect to losses, one may expect that 
individuals would be more inclined to engage in (risky) tax evasion under a scheme 
in which the advance payments are small (and therefore the lottery involves losses) 
than in a scheme in which the advance payments are high (and therefore the lottery 
involves gains). Deterrence considerations suggest therefore that the state ought to 
prefer a system in which advance payments are high over a system in which advance 
payments are low, as high advance payments will result in greater compliance with 
the law.

3.1.1.4 Prediction and Postdiction

Much of the discussion so far has focused on uncertainty. One of the interesting find-
ings related to decision-making in uncertain situations is the differential treatment of 
future versus past uncertainty (Guttel and Harel 2008). Psychological research sug-
gests that individuals are less willing to bet on past events than on future events.

Assume that you have to bet on the result of tossing a die. In one case the die has 
already been tossed while in a second case the experimenter is going to toss it. It seems 
as if there is no difference between the cases. The probability of guessing correctly in 
both cases is identical. However, experimental research indicates that individuals 
react differently in these cases (Rothbart and Snyder 1970). In another famous experi-
ment, subjects were asked to choose between two possible bets: one involved guess-
ing whether a particular stock had increased or decreased in value on the day prior 
to the experiment and the second involved guessing whether a particular stock would 
increase or decrease in value on the day after the experiment. The results indicated that 
70% of individuals preferred the second bet (Heath and Tversky 1991). It is shown below 
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that the social planner can use the differential attitudes toward the past and future 
uncertainty in order to increase the deterrent effects of criminal law.

Precautions against crime are divided into two types. Some precautions operate 
before the crime is committed (e.g., cameras and LoJacks). Other precautions operate 
after the crime is committed (e.g., police patrols). The empirical findings concerning 
uncertainty indicate that precautions of the first type are more effective than precau-
tions of the second type. In the case of the first type of precautions, the criminal bets on 
precautions, which operate at the time the offense is committed. He is asked therefore 
to bet on a die that has already been tossed, for example, on the question of whether 
a camera documents his behavior. In the case of the second type of precautions, the 
criminal is asked to guess the probability of a future event, for example, a police patrol. 
The differential treatment of prediction and postdiction suggests that criminals are 
more likely to bet in the second case than in the first. Consequently, the first type of 
precautions is more effective.

One way to illustrate this point is to reexamine the operation of tax enforcement 
authorities. Typically, tax authorities use samples of individuals who are selected ran-
domly. The sample is selected at the end of year. Taxpayers who consider committing 
fraud bet on the future; they bet that their names will not come up in the sample. It is 
easy to see how the system can change such that taxpayers bet on the past rather than 
on the future. If the lottery takes place not at the end of the year but at the beginning of 
the year, the taxpayers bet not on the question of whether their names will come up on 
the sample but whether their names already appear in the sample. This latter bet has 
greater deterrent effects.

Last, this analysis may have effects on the choice between the use of rules and 
standards. Both rules and standards are legal norms that adjudicators use to evalu-
ate actions. Standards are open-ended norms, allowing the adjudicator to make 
facts-specific determinations, such as whether a driver used “reasonable care” in a 
given situation. A rule, conversely, is a more specific and concrete norm and, conse-
quently, leaves less discretion to the decision-maker than a standard. The distinction 
between rules and standards is, in practice, a matter of degree. A legal norm can be 
more or less rule-like or standard-like.10

Rules and standards may both generate uncertainty. Standards are legal norms 
whose interpretation is provided only ex post by the courts. Standards, therefore, pro-
duce future uncertainty resulting from the indeterminacy of the interpretation given 
to them ex post by the courts. Rules are concrete norms that leave no (or little) discre-
tion to decision makers. yet individuals whose behavior is governed by rules are not 
always familiar with the specific details of a rule; especially where the applicable rule 

10 Note that the difference between rules and standards is not based on the semantics of the norm. 
The norm can be framed in vague terms and yet understood by decision-makers to be determinate 
and vice versa. My characterization here is not based on the literal meaning of the norm but on the 
way the norm is understood by those who are subjected to it and those who are assigned the task of 
interpreting the norm.
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is complex, familiarization with its content is often costly. Individuals who know that 
their behavior is governed by rules—but fail to familiarize themselves with the rules—
thus face uncertainty concerning already existing regulation. In contrast to standards, 
this type of uncertainty requires individuals to postdict the content of the law.

Let me raise here some conjectures following from these observations. Those are 
conjectures that have not been verified; instead they are based on extension of the gen-
eral findings concerning prediction and postdiction. The experimental findings imply 
that individuals will be less inclined to engage in uncertain rule-governed activities 
than in uncertain standards-governed activities. The more rule-governed an activity 
is, and the more complex the rules governing it are, the lesser the inclination to engage 
in the activity. Transforming a standards-governed activity into a rule-governed 
activity transforms uncertainty (at least from the perspective of the individuals who 
are unable or disinclined to learn the rules) from future uncertainty into past uncer-
tainty.11 This change is likely to affect conduct. To better understand these effects, con-
sider the regulation of driving and alcohol consumption. Drunk driving is currently 
regulated by rules rather than standards. These rules determine the upper legal limit 
of alcohol in drivers’ blood. Although there are some attempts at producing a device 
that drivers can use to calculate blood alcohol content, most individuals do not and 
cannot determine what their blood alcohol content is. To this extent, from a driver’s 
perspective, an alternative standard-like norm of regulating drunk driving—such as a 
standard that dictates a person ought not to drive when her ability to drive safely is sig-
nificantly impaired by alcohol—would be as costly to comply with as the rule based on 
the blood alcohol content. Although the level of uncertainty and the cost of compliance 
are essentially similar under both forms of regulation, the behavioral findings suggest 
that drivers’ behavior under a rule or a standard is likely to be different. More specifi-
cally, if the purpose of the legal norms governing drunk driving is to induce drivers 
to err on the side of caution, legal rules of the type used now may be preferable to legal 
standards of the type suggested above. Drivers who face legal rules based on blood 
alcohol content would be more risk averse than drivers who would face a legal stan-
dard prohibiting driving when, for instance, alcohol impairs significantly one’s ability 
to drive.

3.1.1.5 The Availability Heuristic and Criminal Law

The traditional economic approach explores the influence of the size of sanctions and 
the probability of detection on deterrence. Behavioral economists argue that deter-
rence is not a product of the actual size of a sanction or the probability of detection 

11 Changing from a rule-based scheme to a standards-based scheme or vice versa is not a rare event. 
Speed limits could be specified numerically (a rule) or in vague terms such as “reasonable speed” (a 
standard). In 1995, Montana eliminated its numerical daytime speed limit on its interstate highways 
and adopted instead a standard of “reasonable and prudent” daytime driving. For a discussion, 
see King and Sunstein (1999). The standard eventually was invalidated on the grounds that it was 
unconstitutionally vague. See State v. Stanko, 974 P.2d 1132 (Mont. 1998).
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but a product of the beliefs concerning the size of the sanction and the probability of 
detection. Can we examine how these beliefs are formed and shaped? Can we affect the 
content of these beliefs?

Some (and perhaps most) readers of this chapter have considered once or twice in 
their life whether to speed or to park illegally.12 In such cases those readers also thought 
of the potential risks of such behavior: the risk of being fined. But (with the possible 
exception of the fine for illegal parking) it is likely that the readers did not know the 
precise sanctions for such behavior and certainly did not know the probability of 
detection.

How did those who decided to speed (or not to speed) or to park illegally and risk 
a fine (or drive for the third time around the block and look for a legal parking space) 
form their decision? There is perhaps one parameter that influences greatly such a deci-
sion. If on the evening before the event, one of your friends complained about getting 
a speeding ticket or you read in the paper a report on a police campaign against speed-
ing, you are more likely to comply with the law. Psychologists call this phenomenon 
availability. The term “availability” denotes the disposition of individuals to form their 
beliefs on the basis of anecdotal information, which they can easily recall from mem-
ory (Tversky and Kahneman 1973). A famous example corroborating the availability 
heuristic is based on the following experiment. Individuals who are asked to estimate 
how many seven-letter words in a 2,000-word section of a novel end in “ing” give much 
larger estimates than individuals asked how many words in such a section have “n” 
as the second-to-last letter, despite the fact that objectively there are more words that 
satisfy the latter than the former. It is simply the case that individuals can more easily 
recall examples of the former type of words than the latter type of words. More relevant 
for us is the finding that people tend to overestimate vivid/salient risks, such as car 
and plane accidents, school shootings, and nuclear accidents, and underestimate less 
visible or publicized risks, such as heart disease. The former are well publicized, and 
therefore people tend to overestimate the prospect that they may occur.

Our beliefs concerning the size of sanctions and the probability of detection are not 
formed by reading the penal law or reading the annual statistics collected by the police. 
Empirical findings show that individuals have little information both with respect 
to the size of the criminal sanctions and with respect to the probability of detection 
(Robinson and Darely 2004). Instead these beliefs are often formed by a story we read 
in the news or an anecdote told by a neighbor.

Some theorists proposed to use the availability bias to reduce the rate of illegal park-
ing by using colorful and visible parking tickets. The argument is that neighbors and 
pedestrians will remember such tickets, thus creating great deterrent effects (Jolls, 
Sunstein, and Thaler 1998, 1538). More generally, this view would imply that to be 

12 Interestingly thinking about the prospects of getting a parking ticket was the trigger for the 
seminal article on the subject of criminal law and economics by Gary Becker (Becker 1997). It seems 
that the only offenses that can excite the minds of professors are speeding or parking offenses.
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effective, enforcement activity ought to be salient and vivid such that it will be regis-
tered in the minds of potential criminals. The availability bias also suggests that the 
public punishment used in the Middle Ages (e.g., public flogging or public execution) 
was congenial to deterrence not because it provided accurate information concerning 
the probability of detection, but because it provided a memorable and salient reminder 
to individuals of the risks of conviction. Imposing overly harsh sanctions and publiciz-
ing this fact may arguably be conducive to deterrence for this reason.13

It has also been pointed out that the availability heuristic influences not only poten-
tial criminals but public opinion and this may lead to suboptimal legislation or sub-
optimal law enforcement policies. One theorist argued, for instance, that “in criminal 
law, street crime (theft and violent crime) is especially vivid and frightful for most peo-
ple. In contrast, white-collar crimes, such as financial frauds in which many victims 
lose small amounts, seem much less threatening” (Brown 2004, 342).

The availability heuristic may affect not only decisions by people subject to the law, 
but also the decisions of policymakers. Thus, interest groups may exploit the avail-
ability heuristic by using anecdotal evidence designed to affect public opinion. For 
instance, potential victims of crime may overinvest in precautions against crime due 
to the intentional manipulation on the part of firms expected to gain from selling such 
precautions. To do so, such firms need not lie about the frequency of crime; they simply 
need to publicize anecdotal horrific stories concerning crime.

3.1.1.6 Overoptimism and Criminal Law

One of the persistent finding of behavioral scientists is that individuals tend to be over-
optimistic (for an overview see  chapter 13 by Williams in this volume). For instance it 
was noted that individuals tend to believe that they are very unlikely to divorce even in 
the face of the statistics indicating a very high rate of divorce. It has been claimed that 
overoptimism weakens deterrence by causing potential criminals both to overestimate 
the benefits resulting from crime and to underestimate the probability of detection and 
the size of the sanctions (Garoupa 2003, 9). Overoptimism may also affect the behavior 
of victims of crime and cause them to underinvest in precautions against crime.

All these factors justify the conclusion that policymakers ought to take these factors 
into account in determining the size of the expected sanction, and impose a harsher 
expected sanction than the sanction sufficient to deter individuals who calculate cor-
rectly the expected costs and benefits of crime. One may doubt, however, the degree to 
which the optimism bias should be used by policymakers. As potential criminals often 
have no knowledge concerning the probability of detection, it is not necessarily the 
case that one can take the actual probabilities of detection as a starting point and infer 
that criminals’ subjective assessments of the probability of detection are lower. Last, it 

13 Legal theorists have used this argument to justify the imposition of capital punishment. It 
was argued that given the salience of capital punishment, it would be highly effective (Sunstein and 
Vermeule 2005, 714).
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was also pointed out that overoptimism may cause criminals to underinvest in precau-
tions, that is, to be less careful; and such underinvestment on their part may be conducive 
to law enforcement (Garoupa 2003, 9).

3.1.1.7 Positive Criminal Duties: The Duty of Rescue
Criminal law typically consists of negative duties: it prohibits individuals from commit-
ting murders, thefts, and rapes. Liberal criminal law theorists are reluctant to impose posi-
tive duties. yet this reluctance is not universally accepted. The approach of common-law 
systems on the one hand and European or religious systems on the other hand is dif-
ferent; the former systems are much more reluctant to impose a duty of rescue. Positive 
duties exist in criminal law even in common-law systems, but they typically hinge on the 
existence of prior relationships (such as the parent-child relationship) or special circum-
stances (such as drivers who observe a traffic accident). A classic case illustrating the com-
mon law’s reluctance to impose positive duties is its refusal to embrace so-called Good 
Samaritan duties—that is, duties to rescue (Weinrib 1980).

Traditionally, the reluctance to impose positive duties is justified on grounds of auton-
omy. The legal system ought to protect the “negative liberty” of individuals but it cannot 
dictate to them what to do. William Landes and Richard Posner think that legal respon-
sibility for failing to rescue characterizes communist or fascist legal systems, because the 
imposition of responsibility is a form of “conscription for the social service” (Landes and 
Posner 1978 420). Under this view, individuals ought to be legally required not to cause 
harm to others but they ought not to have any legal obligations whatsoever to help others. 
Can the absence of positive duties in the common law be justified?

Arguably, it is very difficult to explain the absence of positive duties on economic 
grounds. The utilitarian tradition, which provides the normative foundations for eco-
nomic analysis of law, imposes very demanding duties on individuals. Maximizing 
utility requires one individual to help another as long as the marginal utility resulting 
from one’s efforts is greater than the costs. My duty is therefore to serve the beggars of 
Jerusalem instead of sitting in my air-conditioned office and writing this text (Hills 
2010). Naturally, it does not follow that the legal system ought always to impose such 
duties, as sometimes there are grave costs to legal enforcement. yet it is quite difficult to 
explain why, if I sit on the beach watching birds while my desperate friend is struggling 
to save his life in the water, the law ought not to impose a legal duty to interrupt my 
favorite hobby and throw a rope to save him.

It is evident that often individuals engage in rescue even without a legal duty to do so 
(Heyman 2006). But it seems that imposing legal sanctions would increase the willing-
ness to rescue. One explanation for the absence of such a duty provided by Landes and 
Posner, is based on the (highly speculative) conjecture that imposing such a duty would 
deter individuals from visiting areas where accidents may occur and, consequently, 
reduce the probability of rescue (Landes and Posner 1978, 418).14 Another possible 

14 For a survey of the literature on the economic approach to the duty to rescue, see Harnay and 
Marciano (2009).
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explanation is grounded in behavioral conjectures, and especially on the influential 
conjecture of Richard Titmus in his famous book, The Gift Relationship from Human 
Blood to Social Policy (Titmus 1997). In this book, Titmus identifies a psychologi-
cal phenomenon that he labels “crowding out.” Titmus explores the practice of blood 
donations, comparing the American practice (in which blood donors receive monetary 
compensation) with the British practice (in which blood donors get no such compen-
sation). Titmus found that the willingness to donate blood in Britain is greater than 
the willingness to donate blood in the United States despite the absence of monetary 
compensation in Britain. His claim (which is highly controversial) is that monetary 
compensation reduces or annuls altruistic incentives, and therefore, the blood supply 
in a society in which blood donors receive monetary compensation may be lower than 
in a society in which blood donors receive no such compensation.

Titmus focuses his attention on monetary incentives “crowding out” altruistic 
motivations, but his hypothesis can apply also to legal sanctions “crowding out” the 
same altruistic motivations. Under this view, by imposing a criminal law duty, law 
may weaken rather than strengthen the disposition of individuals to invest in rescue. 
Individuals may invest in rescuing precisely because they perceive it as a moral duty. 
Imposing legal responsibility for failing to rescue may turn the act from an act of char-
ity, indicating the virtues of the rescuer, into an act that is merely done out of compli-
ance with the law. Hence, legal sanctions may “crowd out” the altruistic motivations 
and thus reduce the willingness to rescue.15

3.1.2 Sociological Findings and Criminal Law
3.1.2.1 Criminal Law and Social Norms

Social Norms Theory is based on the conjecture that there is an interaction between 
law and social norms. This view rejects the equation of criminal law sanctions as costs 
that decrease the inclination of individuals to commit a crime. Instead, the legal sanc-
tion itself influences individual preferences and social attitudes, and much of the influ-
ence of criminal law hinges on the resulting social pressures and stigma.

One branch of the social norms movement maintains that criminal behavior is not 
determined primarily by the size of sanctions or the probability of detection. A person’s 
criminal behavior is influenced to a larger extent by the behavior of other members of 
the person’s social group, the rate of compliance in the society as a whole, perceptions 
of the justness of the legal system, and so on (Posner 2000; Kahan 1997). The view under 
which law is merely an external incentive whose size is determined by legal sanctions 
does not reflect reality. In fact, there is an ongoing interaction between legal norms 
and social norms. The legal norms and the size of the sanctions inflicted on violators 

15 This conjecture may also be supported by Gneezy and Rostechini (2000). In this case it was 
documented that once a fine was imposed on parents who are late in picking up their children from 
daycare, the amount of late arrivals increased.
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influence one’s inclinations to perform the act and one’s perception as to whether such 
an act is morally appropriate. The effectiveness of the enforcement of criminal law 
norms determines to a large extent the social attitudes towards the legal norms and, in 
particular, the social norms governing behavior.

A famous example identified with the social norms movement can illustrate these 
conjectures. The “broken windows” metaphor is used to convey the idea that the will-
ingness of individuals to obey the law depends on their environment. In particular, 
the theory posits that minor violations—graffiti, abandoned buildings, garbage, and 
so on—regularly encourage criminal activity (Kahan 1997, 369). This conjecture led the 
former mayor of New york City, Rudy Giuliani, to strictly punish such minor viola-
tions, as he believed that individuals adjust their behavior not to the expected sanc-
tion but to the norms of behavior of their neighbors and friends (Harcourt and Ludwig 
2006, 274).

In a famous experiment, the psychologist Phillip Zimbardo left a car with a broken 
window unattended and documented the resulting vandalism. Zimbardo found that 
the car had a negative effect on the behavior of individuals (Kahan 1997, 356). The influ-
ence of social norms has different explanations, some of which can be accommodated 
within the frame of neoclassical economics. One explanation is the “signaling” theory. 
Under this theory, individuals gain information from their environment with respect 
to the level of enforcement. Thus, minor violations (such as graffiti or broken windows) 
signal to individuals that the social order has collapsed and the probability of detection 
is low; therefore, crime is beneficial. Another explanation is based on the stigma effects 
of minor violations. If stigma is affected by the crime rate, a high rate for a crime indi-
cates that there is no stigma attached to the crime.

3.1.2.2 The Behavioral Effects of Just Legal Norms

Traditional law and economics identify antisocial behavior as behavior that has nega-
tive externalities. One way to prevent antisocial behavior is to increase expected sanc-
tions (either by increasing the probability of detection or by increasing the size of 
sanctions). One insight raised by behavioral scientists is that this ignores an important 
factor: the attitudes of individuals toward the law and, in particular, their beliefs con-
cerning the justness of the legal system. Under this view there is an intimate relation 
between the belief that the law is just and the willingness to obey it. Perceptions con-
cerning the justness of the law have motivational effects. The more a person believes 
that the law is just, the greater his willingness to obey the law. Justice Brandeis voiced 
this conviction when he said, “If the Government becomes a lawbreaker, it breeds con-
tempt for law, it invites every man to become a law unto himself” (Olmstead v. United 
States (1928)). This is perhaps why some people also believe that justice should not only 
be done but also be seen to be done.

Nadler (2005) has demonstrated this point in a couple of experiments. In one experi-
ment, she found that there is a correlation between an encounter that subjects had with 
a victim of injustice of the tax authorities and the willingness to evade taxes. In another 
experiment, some of the subjects were exposed to stories of injustice of the legal system 
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while others were exposed to stories that present the legal system as considerate and 
just. The first group showed much greater willingness to violate the law than the latter 
group.

These observations may have operative results. The decision to criminalize must take 
into account not only the negative externalities of the behavior but also the concern 
that criminalization undermines trust in the law. Criminalizing behavior that is per-
ceived to be just may weaken the willingness of subjects to obey legal norms. Perhaps, 
for instance, the harsh treatment of immigrants that is perceived as unjust undermines 
respect towards the law in general (Kirk et al. 2012).

3.2 Summary and Critique

Section 3 provided various examples for the use of behavioral phenomena to under-
stand the effects of legal rules and the effects of evidence rules and law enforcement 
policies. Further it also indicated how the lawmakers and policymakers can make use 
of these phenomena in designing laws and policies. Note that this section illustrates 
a central feature of the behavioral analysis of law, namely, that in contrast to tradi-
tional or classical law and economics, behavioral law and economics does not have a 
single unifying theory. It is based on numerous empirical and experimental findings. 
Applying those to the field of criminal law often requires sensitivity to circumstances 
and context, and should be done with caution. Mechanical application of psychological 
and sociological findings without examining their relevance to the criminal context is 
often misguided.

The primary accusation of behavioral scientists is that traditional advocates of law 
and economics blinded themselves to the realities of law and criminality. More spe-
cifically they argue that criminals are not self-interest maximizers, and do not oper-
ate in the ways attributed to them by economists. At best, we ought to complement 
traditional law and economics by examining what the real beliefs and preferences of 
criminals are. At worst, we ought to reject some of the premises of economic models, in 
particular premises concerning rationality. This chapter identified numerous behav-
ioral phenomena that are relevant to the analysis of criminal law. These phenomena are 
only representative illustrations, and many more could be discussed.

I wish to devote this section to raising some critical comments on the behavioral 
movement and the applicability of its findings to criminal law. The behavioral analy-
sis examined above is subject to criticisms of two types: internal and external. Among 
the internal criticisms, one may mention specifically what one theorist labeled “inde-
terminate biases,” namely the use of terms that acquire precise meanings only in spe-
cific contexts such as gains or losses in prospect theory (Teichman 2011, 1700–704). 
As illustrated above there is no natural way to classify punishment, and it could be 
classified either as a loss if looked at separately or as a gain if looked at in conjunction 
with the expected gains resulting from the crime. This is not unique to the case of  
punishment, and it raises doubts as to the potential contribution of prospect theory to 
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policymaking.16 Further it was pointed out that the multiplicity of biases generates 
uncertainty as some of these biases may offset one another. People may for instance 
be overoptimists (and therefore underestimate the probability of detection) but, at 
the same time, be subjected to an availability bias that leads them to overestimate 
the probability of detection. It is difficult to predict under such circumstances which 
among conflicting biases is stronger or more effective (Teichman 2011, 1704–706).

Beyond these internal objections, there is a sense that behavioral law and econom-
ics treats individuals mechanistically. Punishment is designed to “train” the criminal. 
Concepts such as autonomy or choice, which are so central to criminal law, do not have 
a place within the behavioral tradition. Ironically, in the long run this view may erode 
the effectiveness of criminal law and, in particular, the effectiveness of the stigma 
attached to crime. If criminal law is nothing but a system of incentives whose effec-
tiveness hinges on manipulation, fraud and cognitive biases (rather than a system of 
norms designed to guide individuals and aid them in deliberating on what ought and 
what ought not to be done), individuals would inevitably lose any feelings of shame or 
guilt or respect towards the criminal law. Instead, they would treat criminal law in the 
same way they treat powerful thugs. Such thugs inevitably intimidate, but their judg-
ments do not guide individuals and their commands are disobeyed whenever it is safe 
to do so.

Last, some criminal law theorists believe that punishment is designed to cause pain 
to individuals and not only to deter them. Punishment is about retributive justice and 
it seems that retributivism has no place either in the classical law and economics tradi-
tion or in behavioral law and economics. The next part discusses the recent research on 
happiness, and examines its ambition to provide a better understanding of both deter-
rence and of retributive justice.

4 Happiness and Criminal Law

Jeremy Bentham argued already in the nineteenth century that happiness has nonin-
strumental (intrinsic) value, and that maximizing happiness ought to guide legisla-
tures and policymakers.17 Since then economists have abandoned the effort to measure 
happiness and turned instead to analyze well-being in terms of preferences (Crisp 2001, 
revised 2013). yet Bentham’s view enjoyed a revival in recent years due to the work of 
psychologists, in particular the recent work by Daniel Kahneman (Kahneman and 
Thaler 2006). Kahneman distinguishes between two conceptions of utility: decision 
utility and experienced utility. Decision utility is based on the subjective evaluation of 

16 For an attempt to address this objection, see Zamir (2012, 889–92).
17 For a discussion of the relevance of this body of scholarship to law, see Posner and Sunstein 

(2010).
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the individual with respect to the future utility derived from his decision. Experienced 
utility, on the other hand, is the contemporary incarnation of Benthamite utilitarian-
ism; it denotes the utility experienced or felt by the individual.

The research on happiness indicates that individuals do not always choose the course 
of action that maximizes their happiness. The experienced utility in “real time” dif-
fers from the predictions or beliefs of individuals concerning what is likely to bring 
them happiness; it also differs from individuals’ memories concerning the happiness 
they experienced in the past. In a now-classic study Philip Brickman and his colleagues 
compared recent lottery winners and recently paralyzed paraplegics and quadriple-
gics with control groups. Contrary to the predictions of many, the lottery winners 
were not much happier than the controls, and the accident victims were considerably 
happier than anticipated, reporting levels of well-being above the scale’s midpoint 
(Brickman, Coates, and Janoff-Bulman 1978, 920–21). A hungry client entering a food 
shop may purchase more food than he needs for the week simply because he is hungry 
(Kahneman and Thaler 2006). The actual utility derived from the food differs from 
the utility that the client predicts will be derived from the food. Individuals also over-
estimate the effects that changes in one’s life have on their experienced utility. When 
students from the Midwest and in California were asked questions about the happiness 
expected from living in these places, students tended to believe that life in California is 
much better than life in the Midwest. But when they were asked to indicate how happy 
they are in their own lives, it became evident that there is no gap between the happi-
ness of students in California (as reported by them) and the happiness of students in 
the Midwest (as reported by them) (Schkade and Kahneman 1998). Thus, as Schkade 
and Kahneman (1998) note, “Nothing in life matters quite as much as you think it does 
while you are thinking about it.”

Happiness research may be especially relevant to criminal law theorists. Bentham 
well understood one reason for this. Criminal law in his view is a means of causing 
pain. But different people suffer differently from similar sanctions. Bentham, there-
fore, writes:

[O] wing to different manners and degrees in which persons under different circum-
stances are affected by the same exciting cause, a punishment which is the same in 
name will not always either really produce, or even so much as appear to others to 
produce, in two different persons the same degree of pain. (Bentham 1996, chap. 14)

Some contemporary legal theorists have argued that both retributivists and utilitar-
ian theorists should take account of the differential effects of punishment on differ-
ent people (Bronsteen, Buccafusco, and Masur 2009; Kolber 1990a, 1990b). Arguably, 
retributivists should care not about the punishment but about the subjective disutil-
ity experienced by the criminal; if this subjective disutility differs from one person to 
another, the sanction should also be different. The deterrence theorist believes that 
we ought to deter crime and that deterrence requires the imposition of a sufficiently 
large sanction. Such a sanction ought to be sensitive to the expectations of the crimi-
nal with respect to the disutility resulting from the sanction. It seems therefore that 
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happiness research is relevant to both retributivists and deterrence theorists. yet the 
two approaches focus on different types of utility: the retributivists care about expe-
rienced utility (the mental states experienced by the person who is sentenced), while 
deterrence theorists focus on decision utility (based on the predictions of the individu-
als concerning their future utility) because the decision utility determines the deter-
rent effects of the sanction.

Let us explore first the retributive analysis. Psychological research concerning hap-
piness can arguably provide new tools for retributivism. Under the subjective under-
standing of retributivism, retributivism should focus not on the objective size of the 
sanction (the size of the fine or the duration of the imprisonment) but on the subjective 
experiences of prisoners.

Assume that Mr. Sensitive and Ms. Nonsensitive are convicted of a crime and are sen-
tenced to four years in prison. Mr. Sensitive suffers in prison while Ms. Non-Sensitive 
prefers freedom but is well adjusted to prison life. The fences, locks, and prison guards 
provide her with a sense of security and comfort, which she lacks when she is out of 
prison. According to the views of happiness theorists, retributivism ought to take into 
account the differences in their subjective experiences of imprisonment. Happiness 
research can contribute to the understanding and measuring of the subjective experi-
ences of criminals and, consequently, also to calibrating sanctions in accordance with 
retributive justice considerations. For instance, Adam Kolber believes that the find-
ing that rich people suffer more in prison than poor people requires (given retributiv-
ist assumptions) imposing harsher sanctions on poor people than on the rich. While 
this position is shared also by traditional law and economics theorists,18 the reasoning 
underlying it is different. Kolber cares about the experienced utility of criminals rather 
than decision utility.

The retributivist hedonic view seems radical, but despite its radicalism, it has already 
some manifestations in contemporary legal practices. Some legal systems impose dif-
ferential fines based on a criminal’s income (Hamilton 2004). The rationale could be 
that identical fines impose greater disutility on the poor than on the rich. Judges often 
take into account in their decisions an offender’s personal circumstances. This con-
sideration by judges could be understood as being based in part on the view that the 
experienced disutility of an offender resulting from a sanction is sometimes too high 
and disproportional to the gravity of the offense.

One of the most surprising findings of happiness research is what is labeled “hedonic 
adaptation”—namely, the inclination of individuals to adjust to new circumstances 
such that dramatic changes in one’s life do not radically change their happiness. For 
instance, individuals expect that receiving a large amount of money would greatly 
increase their happiness. yet the research indicates that this is false. Similarly, individ-
uals predict that their lives would be ruined by a serious disease or by being paralyzed. 
yet the level of reported happiness after such a catastrophic event does not differ radically 

18 For references to the traditional economic literature, see Kolber (2009a, 232).



BEHAVIORAL ANALySIS OF CRIMINAL LAW   593

from the level of happiness before such an event. The typical reaction in such cases is a 
dramatic increase or decrease in subjective happiness, followed by changes that bring the 
level of happiness to that which was reported before the event took place (Kahneman and 
Thaler 2006; Brickman, Coates, and Janoff-Bulman 1978). Hedonic theorists of criminal 
law inferred that once a person enters a prison, one could expect a dramatic decrease in 
her happiness. But in the long run, the prison often has little effect on the happiness of 
convicted criminals. One of the implications of this observation is that the hedonic gap 
between short and long imprisonment is relatively small as people adjust to prison condi-
tions (Merkel 2010, 229).

This finding is also important for an additional reason. When people are released from 
prison they seem to suffer long-term consequences, and these consequences affect their 
happiness. Further it was found that these long-term consequences are often not depen-
dent upon the length of the incarceration (Bronsteen, Buccafusco, and Masur 2009, 1262–
68). Even short periods of incarceration are likely to end in grave consequences. This poses 
a serious problem for any attempt to impose a proportionate sanction (understood in 
hedonic terms) as the difference between short and long term of incarceration is negligible 
or, at least, much smaller than expected.

While the hedonic analysis provided by criminal law theorists—and, in particular, its 
implications concerning retributivism—is intriguing, I believe that it is fundamentally 
flawed because it is based on a misunderstanding of retributivism. Retributivism is not 
based on the subjective experiences of the criminal but on the expressive significance of 
the sanctions as understood by the society as a whole. Punishment therefore ought to be 
understood objectively (on the basis of the duration of the imprisonment or the size of the 
fine or any other accepted objective measures) and not on the basis of the subjective disu-
tility of the criminal (unless the subjective disutility could be conveyed to the public in the 
same way the size of the sanction can). Retributive practices are public, communicative, 
expressive practices designed to convey the intensity of moral disapproval as understood 
by society and not a practice designed to cause subjective disutility to the criminal.

Needless to say, if happiness research develops to the extent that would enable us to 
measure disutility and create a “happiness scale,” there is no reason why such a “hap-
piness scale” cannot be used to determine the size of the sanction. In such a society 
judges could impose not ten years of imprisonment but 500 units of disutility. The 
directors of the prison could be in charge of enforcing this sentence, and different 
individuals would be subjected to different sanctions in accordance with the degree 
of subjective disutility resulting from the sanction. But to use such a system, what is 
crucial is not the subjective disutility as such but a public understanding of the retribu-
tive significance of units of disutility in the same way as the public understanding, in 
contemporary society, of the retributive significance of the size of fines and the length 
of imprisonment.19

19 I have made this claim in the past (Harel 2012). Adam Kolber tries to address this objection 
(unsuccessfully in my view) in Kolber (2013, 1164–65).
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Happiness research can be relevant also to deterrence theories, as it is relevant 
to evaluating the effectiveness of punishment in deterring criminals. yet here, as 
observed above, what is crucial is not the experienced utility but the decision utility. In 
fact, deterrence theorists would be pleased if punishment could be predicted by crimi-
nals to be particularly harsh, but once it is imposed causes no disutility whatsoever. 
Deterrence is triggered by expected rather than experienced utility. Happiness research 
could contribute by shedding light on the displeasures of imprisonment (Bronsteen, 
Buccafusco, and Masur 2009, 1062).

Happiness research is young and is expected to develop further. To its credit, hap-
piness research can struggle seriously with what is perceived by many to be the central 
role of criminal law—retributive justice. While utilitarians and economists provide no 
account of retributivism, happiness researchers use happiness as a tool to measure the 
severity of sanctions. But this research is based on a flawed understanding of retribu-
tivism: retributivism is not about subjective disutility but about the communicative 
and expressive significance of punishment. To achieve this purpose, fines and impris-
onment are useful tools even if the disutility resulting from them differs from one 
criminal to another.

5 Summary, Critiques, and Future 
Challenges

I will not deceive the reader by denying that the behavioral analysis of criminal law has 
so far had very limited effect on legal practice. There are very few fields in which eco-
nomic analysis in general and behavioral analysis in particular have had lesser impact 
than in the field of criminal law.

Perhaps, as I argued in a different context, the reason is the great interest of the 
public in criminal law (in contrast to other more technical fields). Criminal law deals 
with murder, robbery, blood, and love, and beneath the gowns of judges one can sense 
intense passions and human sentiments (Harel 2012). The smell of blood, sweat, and 
sperm can barely be disguised when criminal law is at stake. Economics and behav-
ioral economics seem too impoverished to govern this field where death, blood, sex, 
love, and hatred intermingle with each other. Perhaps philosophers rightly observe 
that retributivism is a primitive sentiment that ought to be overcome. But nobody has 
yet taught us how to do this, and the public and the legislature do not pay attention the 
pleadings of philosophers.

Furthermore, beyond the positive or negative effects of criminal law prohibitions 
on human behavior, it is still the case that the existence of criminal law prohibitions 
(independent of what they are or what their effects are) serves, as Durkheim observed, 
to reinforce social solidarity. Durkheim believed therefore that society needs crime. 
To illustrate why, Durkheim said:  “Imagine a society of saints, perfect cloister of 
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exemplary individuals. Crimes, properly so called, will there be unknown; but faults 
which appear venial to the layman will create there the same scandal that the ordinary 
offense does in ordinary consciousness. If, then, this society has the power to judge and 
punish, it will define these acts as criminal and treat them as such” (Durkheim 1938, 
68–69). Criminal law is not merely a means of training and inducing individuals to 
behave; it maintains and protects the social framework. This function cannot easily be 
translated into the language of economics or psychology.

These observations do not imply that economic or behavioral insights cannot be use-
ful, but merely that their effects are at least ordinarily limited to the more technical 
aspects of criminal law, such as regulatory or white-collar offenses. Legal doctrine will 
continue to be governed by the Freudian Id rather than by the rational ideals of social 
scientists. I also dare say that this is not merely a prediction but also a hope. Criminal 
law is the field where the ideals of freedom and autonomy are particularly important. 
As mentioned above, the behavioral approach sharply conflicts with this view; crimi-
nal law is understood to be about training individuals to behave according to the norms 
rather than teach them about what is right and wrong and guide them in their moral 
deliberations. Such an approach undermines the pretense of the criminal law to guide 
us, to aid in deliberating and to provide an inspiration.

This is but an example of a gap in the literature on the behavioral analysis of law. 
More specifically I want to urge social scientists and legal theorists to think harder 
about what the normative significance of our preferences is. Precisely as in the context 
of criminal law I pointed out a tension between the ideals of autonomy and freedom 
of choice and the behavioral approach to criminal law, so such tensions can be found 
in other fields. Contract law theorists influenced by behavioral studies urge us to dif-
ferentiate between our “true” preferences and those resulting from cognitive biases. 
Ultimately to know what we really want, we ought to launder the preferences and 
beliefs, to purify them. But the more successful behavioral scientists are in pointing out 
biases and misperceptions the less the faith one has in the very existence of indepen-
dent and authentic preferences that merit respect.
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CHAPTER 23

BEH AV IOR A L ECONOM IC S A N D T H E 
L AW: TA X

EDWAR D J. MCCAFFERy

1 Introduction: Situating the Task for Tax

The extension of a behavioral approach of law and economics to tax law came 
somewhat late in the day (McCaffery 1994; Hill 2010; McCaffery and Slemrod 2006; 
Gamage and Shanske 2011; Galle 2013). On one hand, this is surprising, given the 
importance of tax to the economy of all developed nations, not to mention the deep 
political importance of the subject. Further, individual behavior has always been 
a central concern of public finance in the rational choice branch of economics, for 
policymakers need to pay attention to how individuals react to tax law changes in 
order to predict and respond to the revenue effects of reforms. Thus the field of 
optimal tax (Ramsey 1927) and optimal income tax (Mirrlees 1971), centerpieces 
of the traditional rational choice economic approach to tax, revolve around indi-
vidual elasticities, or the changes to prices and behaviors brought about by tax law 
changes.

On the other hand, the late arrival of tax to the behavioral party is understandable, 
given the historic development of the field (Jolls, Sunstein, and Thaler 1998), and the 
challenges (which are still being worked out) of applying a behavioral approach to 
public finance (McCaffery and Slemrod 2006; Gamage and Shanske 2011). Behavioral 
law and economics first developed in the context of private law subjects such as con-
tracts, torts, and property (Sunstein 2000; other chapters in this volume). In the public 
law context, early efforts looked at such specific matters as risk regulation (Noll and 
Krier 1990). This made sense because the wider field of behavioral economics arose as 
an alternative model of consumer or individual level choice, especially in situations 
involving risk (Kahneman and Tversky 1979, 2000; Thaler 1980). By framing and other 

 

 



600   EDWARD J. MCCAFFERy

manipulations, ordinary subjects could be found to make inconsistent choices, which 
can lead to preference shifts or reversals.

The choices to be made in tax—to work or be unemployed, to save or spend, to give to 
charity or refrain from doing so, and so on—seemed in contrast to be straightforward, 
not about risk, and not necessarily the object of manipulation, because the government 
was more or less dictating tax law, without any individual-level negotiation in play. At 
first glance, framing does not appear to be relevant. Empirically minded public econo-
mists simply measured the facts of behavioral changes without pausing much to con-
sider the reasons behind the changing behaviors; this is consistent with the traditional 
economics view of accepting individual preferences as is, and as being rational at least 
until proven otherwise. Rationality for these purposes means simply acting consistently 
with a well-defined utility function (Becker 1962; Sen 1977). Substituting leisure for work 
or consumption for savings in the face of increased taxes on work and savings seemed 
perfectly rational, and thus did not generate any grounds for deeper exploration.

In contrast, within more micro-level private markets where consumers spend most 
of their time, inconsistent individual-level decisions were easy to spot, once schol-
ars started looking for them. Thus early applications of the endowment effect, status 
quo bias, or loss aversion featured tales and experiments of individuals valuing items, 
such as mugs, more if they owned them, or thought that they owned them, than if they 
did not (Kahneman, Knetsch, and Thaler 1990; Hoffman and Spitzer 1982). Damages 
in civil tort actions could easily be affected by framing manipulations (McCaffery, 
Kahneman, and Spitzer 1995; Kahneman, Schkade, and Sunstein 1998). Defaults in 
contractual terms could be sticky (Korobkin 2000). Government risk regulations were 
targeted at individual-level actions, and so it made sense to study them from a realistic 
behavioral perspective (Noll and Krier 1990).

Soon a paradox emerged and haunted the development of behavioral law and eco-
nomics for some time. It seems abundantly clear, from both common sense and vast 
empirical observations, whether via controlled experiments or real-world observations 
(Camerer 1998), that individuals suffer from a variety of heuristics and biases in our 
individual decision-making: we all like our glasses half full, not half empty. We are not, 
that is, consistent. Still, the school of law and economics, acting as a subset of the ratio-
nal actor economics tradition, was able to gain a good deal of traction ignoring all this 
and acting “as if” consumers were indeed rational (Posner 1972), even as counterindi-
cations continued to be found and to abound. Behavioral law and economics struggled 
to make specific policy prescriptions that could make any impact in the real world, 
and the whole endeavor was beset by charges of paternalism; specifically, of attempt-
ing to override consumer preferences, and violating the sacred consumer sovereignty 
principle (Sunstein and Thaler 2003; Camerer et al. 2003). Lingering tensions set the 
subject matter up for a seemingly never-ending war between two camps—one hold-
ing that individuals are indeed rational, the other that they are not. From a distance, 
one could see in this very struggle one of the most common biases: the all-or-nothing 
effect. Scholars and others assumed a binary choice between “rational” and “behav-
ioral” approaches, and much ink was spilled and many trees felled hashing it all out.
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Even at the time, however (and certainly now after decades of debate), the war of 
worldviews seemed a bit silly. yes, rational actor models have been enormously helpful 
in understanding the law as it is and in prescribing reform, and we should be grateful 
for them. But yes, too, everyone one of us makes mistakes in reasoning all the time, 
measured simply on a within-subject basis as inconsistency.1 How can this be?

The answer lies to a great extent on another side of the coin too often ignored in the early 
academic wars: the institutional and social structures in which decisions are made. Here 
there is a large difference between private markets and public finance—indeed, we might 
best refer to the public domain as a nonmarket one. Simply put, in private markets there 
are markets that serve as arbitrage and debiasing mechanisms. This is why Adam Smith 
(1776) saw markets, or the price system, as the “invisible hand,” and why Karl Popper (1945), 
in a wider social and political context, saw an “open society” as central to innovation and 
growth. As the US politician and president Abraham Lincoln put it, “you can fool some 
of the people all of the time, and all of the people some of the time, but you cannot fool all 
of the people all of the time.” Most of us need an escape, a curative, from our own biases 
and mental shortcomings at least a good deal of the time. Markets supply this, in large part 
because they give power to the few who are not fooled. Thus, the recent work questioning 
the endowment effect (Zeiler and Plott 2011) has mainly served to establish what should 
have been obvious all along: given a proper institutional design, individual-level inconsis-
tencies in choices can be eliminated or at least significantly lessened.2

To illustrate, casually, I suspect that few if any readers know the marginal cost of 
supplying just about any product they purchase, such as a box of cereal (or the mar-
ginal cost of running a dishwasher, in a famous example from the literature [Liebman 
and Zeckhauser 2004]). It would not be difficult for a seller, in isolation, to trick us 
into thinking that the fair and accurate price was quite a bit higher than it is in real-
ity. But in a fully competitive economy, sellers do not exist in isolation. In terms of 
pricing, competition helps to drive away or lessen any cognitive or behavioral advan-
tage.3 Marginal cost pricing, one of the central findings of the competitive general 

1 The field of behavioral economics has featured a wide array of methodologies, including: real-
world observation, anecdotal reasoning, and experiments in the classic economics tradition featuring 
incentive-compatible stakes, using cash or other rewards to attempt to elicit true preferences, and 
comparing results across or between individuals. The initial (Kahneman and Tversky 1979) approach 
to behavioral economics was to use within-subject experiments or surveys (McCaffery and Baron 
2006). In a within-subject design, the same person is examined against a null hypothesis that she 
should be consistent: if she likes a glass half full (or, in tax language, likes a child bonus) she should like 
it half empty (or a childless penalty), too. Behavioral economics has shown that this is not always the 
case (Thaler 2008).

2 A series of subsequent studies have called Plott and Zeiler’s basic findings into question. (Knetsch 
and Wong (2009); Koh and Wong (2011); Isoni, Looms and Sugden (2011)). See Korobkin, this volume, 
for a discussion. I have no particular brief in this debate, although I have some confidence that some 
debiasing mechanisms can work. The point is rather that the kind of debiasing that at least sometimes 
obtains in private markets is altogether absent, or present in very different ways, in the public, 
nonmarket, realm.

3 Once again, I am aware that this proposition is not without controversy on the private market 
side. According to Oren Bar-Gill, for example, in a competitive market, suppliers are expected to 
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equilibrium theory, obtains notwithstanding consumer’s limited understanding—
indeed total ignorance—of the marginal cost of inputs in just about any good or service 
we purchase every day. So it is still not completely clear that behavioral approaches to 
law and economics have all that much practical application where private markets exist 
to counteract pervasive bias.

Now let us turn our attention directly to tax, the subject matter of this chapter. And 
here, ironically, we can quickly see why a behavioral approach should be more powerful 
in regard to tax law than just about any other subject. After all, the central problem in 
tax and public finance is the almost complete absence of any institutional mechanism 
to offset or “arbitrage” against persistent individual-level cognitive bias (McCaffery 
and Baron 2006).

The point deserves emphasis. It is not biases in individuals’ real-world reactions 
to a tax (for example, failing to appropriately reduce consumption of a good that is 
subject to a tax later imposed at the cash register, even where the information that 
the tax will be imposed is readily available [Chetty, Looney, and Kroft 2009]) that 
concerns me, as much as it is the failure of citizens to react consistently or rationally 
to tax law proposals put forth by politicians. Gamage and Shanske (2011) helpfully 
distinguish between “market” and “political” salience: the problem in this vocab-
ulary is the low political salience of many real-world taxes. There are markets in 
politics, of course, but these markets are designed to get politicians elected. They 
do not necessarily give governments any incentive at all to debias the electorate. In 
fact, they tend towards the opposite. Thus, politicians favor hidden or low-salient 
taxes, such as corporate, payroll, or value-added ones, over more transparent ones, 
because they get government revenue at minimal psychic pain (salience) in order 
to fund highly salient expenditures. “Hidden” taxes have real effects, however, in 
terms of efficiency and on both “horizontal” (the norm of treating likes alike) and 
“vertical” (the norm that the rich or better-able-to-pay should pay more, in abso-
lute and perhaps percentage terms) equity grounds. Thus we may—and, I  have 
argued, have—end up with a tax system that is suboptimal, as measured by our own 
better-informed lights, in terms of both its social cost and its distributional proper-
ties (McCaffery and Baron 2005).

Taxes of any sort are hard to increase and attractive to cut, for obvious rational and 
behavioral reasons (McCaffery and Hines 2010). Government spending programs, the 

compete over who exploits consumer biases more effectively. It seems especially likely that biases may 
affect non-price terms—not surprising, given that price is typically the most salient feature of a good 
or service in a private market, and behavioral economics strongly suggests that ordinary subjects 
have a hard time focusing on multiple dimensions. Bar-Gill and Board (2012). yet once again, it is 
not my task to argue this matter out in this chapter—I mean rather more humbly to point to how the 
analysis, especially of the effect of arbitrage or debiasing mechanisms, should proceed very differently 
in private market domains versus public nonmarket ones. And, finally, I mean to stress that the project 
of analyzing the effect of nonmarket mechanisms on those biases in play in public finance systems is 
woefully lagging parallel research projects in private market domains.
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other half of the fiscal equation, are conversely easy to raise and hard to cut, also for 
both rational and behavioral reasons. The net result, of course, is deficits of all sorts and 
at every governmental level. This is a perfectly predictable outcome of pervasive cogni-
tive biases, playing out in a setting almost wholly lacking in institutional mechanisms 
to offset them.

It would seem, then, that the normative task for a behavioral law and economics 
approach to tax is to come up with ways to debias or counteract widespread behavioral 
biases and their effects, as evident in broad-level questions of tax system design. Such 
a project, however, has barely begun, and the early efforts in this direction, discussed 
below, seem tentative at best. In the meantime, advances have been made in other sub-
fields, as scholars look to pluck the low-hanging fruit first.

The two major sets of “practical” recommendations to emerge thus far in tax and 
behavioral law and economics literature, however, suggest more that caution needs to 
be used when adapting behavioral economic findings to real-world public policy con-
texts than anything else. One application is to advocate the use of tax or otherwise 
favored savings plans to help cure persistent individual-level myopia. This suggestion 
suffers from a lack of a wider context and deeper analytic understanding of tax: when 
the facts of tax are better understood, one can see that the “cures” for myopia are likely 
to be undercut by. . . myopia.

The second application is the policy recommendation that governments should 
choose taxes with low “market salience,” and take steps to keep their “political 
salience” low. This line of reasoning suffers both from a certain obviousness—poli-
ticians, if they know anything, know this—and from a naïveté about the real-world 
effects of even hidden taxes, and about the possibilities of counteracting these effects 
by other tax law changes. Both of these examples are discussed at greater length 
below. They show us that there is still a long way to go from observation, and even 
experimentation, to prescription when it comes to the relevance of behavioral eco-
nomics to tax.

The balance of this chapter first considers the more specific subjects of tax compli-
ance and using tax as part of social behavioral modification. Afterward it turns to the 
relevance of behavioral approaches to tax-system design and, finally and most par-
ticularly, to the increasingly urgent question of fiscal balance.

2 Compliance Matters

Given the historical development of behavioral law and economics discussed above, it 
is not surprising that one of the earliest and still most developed applications to tax has 
been in the matter of tax law compliance. Whether or not to pay one’s taxes, especially 
in a largely self-reported tax system such as the income tax in the United States (and 
worldwide), is a choice, and one that involves a certain amount of risk—classic territory 
for a behavioral law and economics approach.
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At the core of the compliance issue seems to be a rational choice calculus: comparing 
the marginal cost of compliance (paying all of one’s taxes when owed) with the mar-
ginal benefits of noncompliance (taxes saved minus the penalties for noncompliance). 
In equation form, a rational individual, concerned only with dollars and cents in his 
pocket, should pay his tax, t, only if that tax is less than the sum of the probability of 
getting caught and forced to pay the tax, p, times the tax otherwise owed, plus the costs 
of any government fine or penalty for noncompliance if caught, plus the cost (if any) of 
noncompliance, c (I ignore for simplicity the costs of compliance):

t pt p pf c or
t p t f c

≤ ( )
( )

+ − + +
≤ + +
1 0 ,

           

The problem is that, by just about any light, there is far “too much” compliance with 
the law, and far “too little” government commitment to either increasing p, by devoting 
more resources to tax law compliance, or f, by increasing the penalties for noncompli-
ance (Alm, Vazquez, and Togler 2010; McCaffery and Slemrod 2006). Does this mean 
that there are behavioral biases in play?

Perhaps, but this would seem to be an area where new approaches also have their 
limits. The answer to the puzzle of excessive private compliance and suboptimal gov-
ernment enforcement, if that is what it is, seems to lie in the fact that there are other 
things going on. Politically, aggressive tax enforcement, at least of highly salient taxes, 
such as the personal income tax in the United States, is unpopular. Also, compliance 
does seem to turn on whether or not the government has mechanisms for check-
ing on self-reporting (Slemrod 2007). There is considerably more compliance where 
third-party reporting exists to aid the government, as where employers must report 
wages paid, by law and in order to get their own tax law deduction for salaries paid, and 
employees are told what is reported to the government. In contrast, in cases where such 
third-party reporting does not obtain, such as sole proprietor income, noncompliance 
is far more common. This is all perfectly rational.

Nonetheless this field has been studied, and research in the area is growing of late. 
Scholars look to whether patriotism affects compliance, for example, or if other fram-
ing manipulations might be in play (Konrad and Qari 2012). Bruno Frey (2007) explains 
compliance within the framework of basic deterrence policy, in which people consider 
tax evasion in terms of the probability of detection and the degree of punishment. But 
Frey also suggests that forces such as the perceived behavior of others and whether the 
taxpayer believes that she received a “fair share” of public goods can affect compliance 
(Frey 2007).

Still, “overcompliance” may be due to risk aversion, or to a sense of duty, neither of 
which seem “behavioral” in the sense of being irrational. Granted, there is almost cer-
tainly widespread cognitive error when it comes to calculating the costs and risks of 
noncompliance—actually putting numbers to the compliance equation set out above. 
yet although it is clearly a worthwhile social project to study and better understand the 
ways in which compliance with tax laws might improve, there seems something at least 
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a bit untoward in attempting to “debias” individuals from their “excessive” obedience 
to the law.4

3 Behavioral Modification

Another category of application of behavioral economics to tax law has been to embrace 
the fact that taxes can affect behavior, and then to look to see if tax can be the “answer” 
or corrective to certain behavioral biases perceived as being harmful to individuals.

Many biases cluster under the heading of time-inconsistent preferences: people do 
things today, failing to account for their longer term effects, and then later come to 
rue the day that they neglected the now-present future (Loewenstein and Elster 1992). 
Note that this is distinct from the more general topic of “sin taxes.” Taxes on goods or 
activities with negative externalities, and negative effects on those who consume them, 
such as cigarettes or alcohol (or under President Obama’s healthcare plan, on not being 
insured), after all, fall within the “rational actor” side of things: people will do less of 
any activity if its price is higher, and taxes can raise the price of an activity. This idea 
harks back at least as far as Pigou (1920), although modern public finance scholars have 
employed more sophisticated models, using behavioral insights to supplement the neo-
classical perspective (Gruber and Köszegi 2004).

The behavioral approach adds that individuals, on their own lights, may be fail-
ing to optimize because of time-inconsistent preferences. Smoking and any other 
self-harming activities can fit the bill: the self who is doing the harmful thing is irra-
tionally (inconsistently) discounting the future self who will suffer the consequences. 
In the tax law context, the canonical example has been the failure to save, which 
could equivalently be called overconsumption. “Rational” models of savings suggest 
a smoothing out of consumption over one’s life cycle (Modigliani 1966), and perhaps 
even an extremely or hyperrational savings across generations and in reaction to gov-
ernment fiscal policies (Barro 1974). Behavioral economists have countered with a 
“behavioral life-cycle” model in which, lo and behold, most people most of the time fail 
to do the optimal thing, and make a wide range of mistakes in their saving and spend-
ing decisions (Shefrin and Thaler 2007). Simply put, most people seem myopic in their 

4 The topic of compliance to tax laws raises an array of other issues that I set aside in the interests 
of space. There are, for example: (a) Issues relating to when non-compliance is more likely, such as 
the difference between people who owe money on their taxes and those who are entitled to a refund, 
Robben et al. (1990); (b) Different ways to bolster deterrence using cognitive biases that are specific to 
taxes. See, for example, Guttel and Harel (2008), considering the “audit lottery” in tax enforcement; 
and (c) Recent findings relating to behavioral ethics and motivated reasoning that might also be 
relevant to tax compliance. For example, Feldman and Teichman (2008) argue that legal uncertainty 
in the tax code might generate a perverse effect with respect to compliance; see also Scotchmer 
and Slemrod (1988). The topic of the behavioral dimensions of tax law compliance could easily fill a 
separate chapter or even volume, and I apologize for the brevity here.
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savings decisions and therefore they undersave—again, in a behavioral economics 
vein, as measured by their own consistent preferences over time. The idea has led to per-
haps the poster child for a behavioral approach to public policy: tax-favored and highly 
salient savings plans, such as individual retirement accounts (IRAs) under US law, and/
or provisions requiring employees to default into employer-provided retirement plans, 
relying on the status quo bias (or, more simply, inertia), to keep them there (Thaler and 
Benartzi 2004; Choi et al. 2002;  chapter 12 by Korobkin in this volume).

But there is a problem with this particular set of policies that points to a more gen-
eral danger with a behavioral approach to public policy (McCaffery 2006). As noted 
above, behavioral biases exist in context. Generally speaking, institutional forces such 
as competition or markets can ameliorate biases. Other times, in contrast, aspects of 
institutional design can undercut a behavioral patch. The case for making pension or 
other retirement plans both tax-favored and defaults turns on the fact that people suf-
fer from myopia, an excessive concern with the present (and a corresponding devalu-
ation of the future). The idea is to use one bias, the stickiness of the status quo, to offset 
another, myopia.5

To be fair, the strategy of making savings easy, salient, and sticky might work. The 
idea certainly makes sense in the abstract. The problem is that we do not live in the 
abstract. Aspects of institutional design—in this case, the analytic structure of tax—do 
not go away because we are not looking at them; indeed, the most general behavioral 
bias can be seen as an isolation effect, in which individuals, including policymakers, 
ignore facts and factors seemingly offstage or not salient at the time another decision is 
being made.

More specifically with tax-favored savings plans, the problem begins with the fact 
that the tax system as presently structured has a large bias in favor of present consump-
tion, and against savings (McCaffery 2005). A major aspect of this structural bias is 
that debt, or consumer borrowing, is not taxable “income” when incurred. A US tax-
payer using a “traditional” individual retirement account (IRA) is thus able to borrow, 
tax-free, in order to come up with enough cash to fund a contribution to a retirement 
plan. Today, this generates a tax deduction (often literally today, as the deadline for 
making a tax-deductible IRA is generally the due date of the return, i.e., April 15).

A taxpayer, such as a hypothetical Jane, can reduce the taxes she must pay within 
minutes by this trick. Jane borrows $2,000 on a credit card. She then puts that $2,000 
into an IRA or other tax-favored vehicle, all on the same day, April 15, also known as 
Tax Day. Why would Jane do this? Perhaps because she is myopic: the very behavioral 
trait leading to the policy recommendation in the first place. The moves allow Jane to 
reduce the taxes she owes, today, by perhaps $600 if she is in a 30 percent marginal tax 
bracket. The taxes Jane would otherwise owe fall by $600, or her refund increases by 
that much. She has, today, another $600 to spend, today. Now there is no free lunch 

5 The chapter by Pi, Parisi, and Luppi, found in this volume, discusses the issue of using one bias to 
offset another.
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here—the $600 tax bill lies in wait, until Jane withdraws the $2,000 from her IRA. 
But that withdrawal, and its tax obligation, will not come today. So Jane doesn’t think 
much about that ultimate cost. Why? Because she is myopic. Now, how, you might ask, 
could Jane possibly know of this seemingly sophisticated arbitrage technique? Perhaps 
because the financial institutions that collect fees from IRAs and interest from con-
sumer loans have told her about the idea—again, we must always consider the institu-
tional setting, here a private market, in which individual actions take place.

Note that in this example, wherein Jane borrows with one hand and saves with 
the other, there is no net savings; the positive savings in the IRA ($2,000) are offset 
by the borrowing outside of it (−$2,000). Indeed, if Jane goes forth and immediately 
spends the greater tax refund she gets (as the behavioral concept of mental accounts 
[Thaler 2008] and as myopia suggests that she will) there is reduced aggregate savings. 
Further, taxpayers like Jane fail to account for the taxes implicitly due from their retire-
ment accounts, though these are inescapable, even after death.6 A kind of money illu-
sion leads people to think that they are richer than they actually are because of their 
ignoring of the built-in tax liability. This could easily lead to less saving going forward. 
Admittedly, this is speculative, based on a conjoint consideration of the analytics of 
current tax law design and familiar behavioral biases (McCaffery 2006). But some con-
firmation can be gained from the fact that the costs of the pro-savings provisions, in 
the form of foregone revenues (what tax experts call “tax-expenditure” analysis) seem 
to exceed the amount of new savings actually being produced in the United States each 
year (Bell, Carasso, and Steurle 2004).

This relates back to a previous warning. The point I am making is not a concern over 
paternalism, or about which preferences to count when individuals are inconsistent 
over time. It is simply that ad hoc patches to behavioral biases may not work, precisely 
because they are ad hoc. Water finds its own level. A persistent myopia will lead to “too 
little” savings, until and unless institutional structures are properly designed to coun-
teract the bias. Ad hoc cures can be circumvented and only serve to make the web of tax 
more tangled, and the problem of undersaving worse.

4 Tax Law System Design

So far this chapter has considered that behavioral approaches might be limited in their 
practical applications for tax law compliance and for curing “problems” such as too lit-
tle savings through ad hoc patches. These happen to be the two most common domains 

6 A traditional IRA under United States law is funded with pre-tax dollars. IRC § 408. If a taxpayer 
holds an IRA until death, either the ultimate beneficiaries will pay ordinary income taxes when they 
receive distributions, or the decedent’s estate itself will pay tax, as “income in respect of a decedent,” or 
IRD. IRC § 691.
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where behavioral approaches to tax law have been invoked thus far. Does that mean the 
task for a behavioral approach to tax law is limited?

No. Getting back to my initial comments, all or at least many roads of a behavioral 
economics approach to tax seem to lead to a path less taken: considering the relevance 
of behavioral perspectives to the broad question of tax law design. Here the various 
mechanisms of arbitrage that lessen and perhaps eliminate the effects of bias—or, at 
a minimum, affect how biases play out—are almost altogether lacking. Politicians get 
elected based on pleasing the electorate, and hearing about taxes is rarely pleasing. How 
does widespread cognitive error play out in the nonmarket domain of public finance? 
This is a large and challenging project, which naturally breaks down into positive and 
normative dimensions.

4.1 Positive Findings

Let us begin with some positive or simply descriptive findings about popular percep-
tions of tax.

It is hardly surprising that people do not generally like taxes. There is thus a tax 
aversion, related to the more general behavioral bias of loss aversion. (See generally 
 chapter 11 by Zamir in this volume.) In sum, people react to a perceived loss more nega-
tively than the “mere” failure to obtain a gain, even of the same absolute magnitude, 
and even with the same end points. Thus, famously, Thaler (1980) observed that cus-
tomers would use cash to avoid a penalty for using credit cards ($3.90 a gallon versus 
$4.00, say), but would use credit cards and forswear a “bonus” for using cash ($4.00 
versus $3.90). Such biases would seem to extend to the purely formal matter of how a 
government exaction is labeled, whether as a “tax,” a “surcharge,” a “user fee” or some-
thing else. Although experimental evidence does not cut simply in any one direction 
(McCaffery and Baron 2006) it seems clear that the label “tax” alone creates negative 
attitudes.

Tax laws in advanced democracies are complex and have many dimensions. For 
broad-based comprehensive taxes, such as the income tax in the United States, which 
rely on a pattern of progressive marginal tax rates, there is a persistent confusion 
between marginal and average tax rates (see illustratively Liebman and Zeckhauser 
2004). Thus individuals may react to the highest marginal tax rate and judge a tax 
accordingly. A somewhat related bias—at least a similar failure to understand the math 
of the matter—is the metric effect (McCaffery and Baron 2003). Simply put, citizens 
favor more progressivity when taxes are stated in the metric of percentage rather than 
in absolute dollar terms, as even a flat-rate percentage tax generates an appearance of 
progressivity when stated in absolute dollars. A flat rate 25 percent income tax means 
that a family making $50,000 pays $12,500 in taxes, and one making $200,000 pays 
$50,000. Comparing $50,000 to $12,500 makes the system look progressive, though, in 
a “better” metric, looking to average tax rates, it is not.
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More generally, individual judgments about tax seem highly vulnerable to framing 
effects, or preference reversals based on the purely formal presentation of a choice set 
(Kahneman and Tversky 1979). A simple example is that individuals support “child 
bonuses” in the tax law, but recoil from the idea of “childless penalties”—although 
these are, analytically, the same thing, just different ways to put the same point, mea-
sured off of different baselines (McCaffery and Baron 2004). Thus, the tax system could 
tax couples at $5,000, but give a $1,000 tax break (“bonus”) to couples with children, 
or the system could tax all couples at $4,000 and “penalize” taxpayers without chil-
dren by $1,000. Either way, a couple with children pays $4,000, and a couple without 
pays $5,000. yet the “bonus” frame is widely liked whereas the “penalty” one is widely 
disliked. Progressivity, another dimension of many comprehensive individual tax sys-
tems worldwide, exacerbates the problem, as Schelling (1981) first speculated. Thus in a 
system without accommodation for children in the baseline, individuals support add-
ing on child bonuses that are higher for the poor than for the rich. But in a system with 
accommodation for children already factored in, individuals support childless penal-
ties surcharges that are higher for the rich. That is a double inconsistency: supporting 
progressive bonuses while opposing regressive penalties (McCaffery and Baron 2004).

Salience is key to many behavioral effects:  individuals overreact to highly salient 
matters, and underreact (or fail to react at all) to low-salient ones. The concept of 
salience has led to a small explosion of scholarly work of late. The seminal piece in this 
field is the real-world experiment staged by Chetty, Looney, and Kroft (2009), in which 
the authors found that consumers had little if any reaction to taxes applied to store 
goods when the tax was added on at the cash register, as opposed to stated on the sticker 
price on the store aisles, even when the fact that the taxes would be later applied was 
made readily available to them (Chetty 2009; Galle 2013; Gamage and Shanske 2010, 
2011; Schenk 2010). In a behavioral (or commonsensical) vein, this finding is hardly 
surprising, confirming individual predilections for “hidden” taxes, the more hidden 
the better (McCaffery 1994). It is the normative and public policy ramifications of this 
finding that still need development, as discussed in the next subsection.

There are still more behavioral biases at play in tax. A failure to add is central to 
many biases, such as subadditivity. In tax, individuals seem more willing to accept a set 
of smaller taxes than a single, large, tax, even where the former add up to more than the 
latter. (The seminal paper on subadditivity in general is Tversky and Koehler [1994].) 
This bias works hand in glove with issues of salience, for a series of low-salient taxes pro-
duces less psychic pain than an equivalent, large, transparent tax. People also generally 
fail to account for the deficiencies in one tax—measured by their own preferences—by 
adjusting another. Thus, people do not always act consistently when a single tax system 
is broken into pieces: if one tax on wages, such as the payroll tax, is considered to be too 
flat or even regressive, subjects still underadjust another tax, such as the income tax, 
to accommodate for the perceived shortcomings (McCaffery and Baron 2003). Taxes 
can also become bundled with spending programs, with a similar disaggregation bias 
in play. Thus if the government ceases to provide a certain good or service, leading, 
ceteris paribus, to a reduction in taxes, individuals have difficulty adjusting the tax cut 
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to maintain the same degree of progression that had obtained when the publicly pro-
vided good was bundled with the tax (Baron and McCaffery 2006).

Suppose, to illustrate this latter point, the government provides some benefit—
schools, roads, healthcare—worth an average of $5,000 per household. The benefit is 
financed with a progressive tax that, to keep things simple, imposes a $2,500 burden 
on the poorest half of households and a $7,500 burden on the richest half. If the govern-
ment stops providing the good and eliminates the tax funding mechanism, not only 
will the good no longer be publicly provided, but also the cross-subsidy will end. If 
households need to come out of pocket to provide the good or service for themselves, 
the poorer half will “lose” $2,500 because the cost to them will double; the richer half 
will “win” the same $2,500 by saving on the cost (taxes plus out of pocket). yet we found 
that subjects, even when told explicitly of this possibility, underadjusted the residual 
tax system such that progressivity fell with privatization (McCaffery and Baron 2006).

No doubt there are more biases in the popular perception of tax to be noted and veri-
fied. For example, I strongly suspect that there is a form aversion, under which indi-
viduals more intensely dislike a tax if they must complete paperwork in order to pay 
for it—one of the many features that favors payroll, sales, or value-added taxes over 
income-based ones. (Other factors in the United States include that the payroll tax 
system, the highest tax for some 80 percent of Americans, has been labeled a “contri-
bution,” is nominally collected one-half from one’s employer, and does not feature a 
salient bottom-line amount [as the income tax with its annual form does], and more 
[McCaffery 1994].)

4.2 Normative Analysis

Scholars in all veins of law and economics, behavioral or otherwise, tend to shy away 
from normative analysis, believing that their task is solely descriptive. But aside from 
a certain naïveté in separating out descriptive from normative scholarship, the ques-
tions raised by tax and public finance seem unavoidably normative (Gamage and 
Shanske 2011). What “should” the citizenry choose for its tax and other fiscal policies? 
Competition, at least the sort of competition that obtains in private markets, discussed 
above, will not settle the matter. Here, in contrast to the more targeted behavioral 
patches of the pro-savings plans discussed above, is where behavioral approaches have 
much to add to thinking about tax law.

I cannot in a brief chapter (also intended to survey recent literature) set forth and 
defend a complete and compelling normative approach to tax. Nevertheless, I can and 
do note a certain “optimal” approach to law and economics, as set forth by others, most 
famously Kaplow and Shavell (1994, 2002), and note its potential application to tax 
and public finance, for the limited but important purpose of sketching out a role for a 
behavioral law and economics approach to tax.

In Kaplow and Shavell’s view, which builds on neoclassical welfare economics the-
ory, the law serves two functions: allocative and distributive. In its allocative function, 
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the goal of the law should be to maximize wealth, or, equivalently, to obtain efficiency—
to make the celebrated social pie as large as possible. Kaplow and Shavell argue that this 
should be the sole task of all private law subject matters, perhaps at least if important 
individual rights are not at stake. Then the tax system can be used to most efficiently 
redistribute the greater social pie resulting from step one. I have argued with my coau-
thor Jon Baron (McCaffery and Baron 2005) that such an approach can extend to tax as 
well: tax systems should be chosen for their efficiency properties, and then redistribu-
tion should follow. (See also Gamage and Shanske 2010.) The issue is that a behavioral 
approach to tax calls any such neat bifurcation into question.

The most simple statement of the positive findings about tax law design canvassed 
above (which, like almost all behavioral economics findings, finds ready support in 
common sense and popular understanding) is that people do not like taxes. Politicians 
will search for low-salient taxes to fund the high-salient spending programs that 
people also like (more on this anon). Now there is a widespread tendency, even in the 
academy, to think that if tax and other public finance systems appeal to popular percep-
tions, it is a good thing. There is a psychic gain from putting the pain of tax in its most 
pleasing light. Thus a recent rash of scholarship, building on the rather limited find-
ings of Chetty, Looney, and Kroft (2009), has argued that governments “should” seek 
low-salient taxes, and take whatever steps needed to reduce their “political” salience 
as well (Galle 2013; Chetty, Looney, and Kroft 2009; Gamage and Shanske 2010, 2011; 
Schenk 2010). But any immediate practical application of the research seems wrong, or 
far too quick, for at least five general reasons.

First, psychologically pleasing taxes, including “low salient” ones, have real effects. 
In particular, they can be inefficient, which violates the first prong of the optimal wel-
fare economics analysis. Chetty, Looney, and Kroft (2009) consider a rather modest 
sales or value-added tax. But the corporate income tax in almost all developed econ-
omies is a better, bigger, and more pervasive example of a hidden tax. Although the 
tax seems to please people (specifically in the sense that it does not strike them as a 
“tax,” or at least not one that they pay), a corporate tax has real effects on prices and 
other allocative decisions. If the distorting costs of the tax are higher than those of any 
alternative equal revenue raiser then, ceteris paribus, society is paying a real cost, in 
terms of welfare, for its psychic preferences. This is a straightforward application of the 
Kaplow-Shavell neoclassical welfare approach. The first prong of the optimal welfare 
economics approach (maximize the social pie) cannot be followed because the people 
will not accept efficiency-enhancing reforms; a potential Pareto-improving reform is 
not taken.

The Chetty, Looney, and Kroft (2009) and other related findings are not surpris-
ing. Much of behavioral economics suggests that individuals will underreact to, and 
perhaps completely ignore, a tax to be imposed later, even minutes later. But moving 
this fact out to any meaningful set of public policy recommendations is problematic at 
best. On one hand, it all seems rather obvious and unnecessary. Politicians have every 
incentive to choose low-salient taxes to begin with. This is a statement of the central 
problem, not the cure. yet scholars have taken the Chetty, Looney, and Kroft findings 
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to argue that low-salient taxes have virtually no “substitution” effects and thus no costs 
whatsoever (Chetty 2009; Gamage and Shanske 2010).7 Low market salience taxes seem 
to promise a free lunch. (The public finance concept is that taxes have two effects: a 
substitution one, as to which goods or services are purchased, and an income one, from 
taking money away from people. The income effect is a pure “transfer,” so neoclassical 
economics tends to focus on the substitution effect, where misallocations can arise.) 
But of course there is no free lunch—it is a behavioral bias, an excessive degree of opti-
mism, which leads anyone to think that there is or can be one.

The “use low-salient taxes” recommendation is thus another illustration of the dan-
gers of an overly quick application of behavioral insights to tax law. It is quite a leap 
from the idea that buyers do not include, in the short term, taxes that later get applied 
to the goods they have selected, even where they are given information that the tax will 
be applied minutes later at the cash register, to the idea that there is “no” efficiency or 
substitution effect in such cases. Certainly, hiding the tax can mute the substitution 
effect, and it is possible that there could be no substitution effect at all if the taxpayer 
is not told at the proper moment about the tax. People continue to buy the now taxed 
good as before. But there will be an effect, at least an income effect, as discussed next. 
In this case, we can say in response to a statement that low-market-salient taxes have 
no substitution effects, and therefore should be chosen by a welfare-maximizing gov-
ernment, that “everything follows except the ‘therefore,’ ” because income effects are 
central to the normative analysis of tax systems. Further, query whether or not any 
“low” or “no” market salient tax would remain so if the device were pushed out to an 
extreme, as a real-world political system, starved for revenue, would be motivated to 
do: a kind of “winner’s curse” (Thaler 1980) may haunt the tax system, whereby the 
taxes that best survive democratic political processes are the most flawed, from a nor-
mative perspective.

Continuing the analysis, note that, second, equity can suffer in a move towards 
low-salient taxes. Equity can be pitted against efficiency in a trade-off not mandated 
by an optimal approach. Even if there is no substitution effect from low market salient 
taxes, as the optimistic scholars argue, there must be an income effect, or the govern-
ment is not raising the revenue that is the point of the whole exercise. This is especially 
true as “low” or “no” salience taxes are almost certain to be ones featuring a wide base 
and low rates. you can fool all of the people for a few cents here and there, but you can-
not fool too many of them for too long over large sums. As noted above, individuals 
do not typically properly add together taxes to form consistent judgments about them. 
Again we see policymakers suffering from heuristics and biases themselves. When 

7 I do not mean this as a criticism of the particular scholars or scholarship working in this vein; 
these scholars and their work do reflect many of the concerns raised herein. I do however worry about 
the effects of a less detailed reading of the work in the public political discourse, where politicians 
have shown a tendency to favor hidden taxes, whatever their costs, and typically without taking 
counter-active corrective measures. I thank Brian Galle in particular for helpful comments on this 
point.
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scholars are considering and arguing for low-salient taxes on the basis of their having 
“no substitution effect,” they are looking at small taxes on individual items, the pen-
nies or at most cents added on at the cash register. But in moving out to discuss income 
effects, one should, rationally and fairly, consider the aggregate dollars lost to the tax, 
indeed, all taxes. A 10 percent sales tax added to some but not all goods in a grocery 
store may not lead an individual consumer to substitute away from taxable to nontax-
able goods, as she rationally should. But a household that spends, say, $12,000 a year on 
groceries subject to the levy will have $1,200 less in its budget set over an annual period. 
Something has to give. There are or ought to be normative concerns.

In the abstract, psychically pleasing taxes may not, and generally will not, be as pro-
gressive as subjects themselves desire taxes to be. Chetty (2009) and others (Gamage 
and Shanske 2011) speculate that the income effect of low-salient taxes may not be dis-
tortionary if it results in the consumer cutting back on “luxury” items, or if the con-
sumer is not “credit constrained.” Here again we see cognitive biases in play. Gamage 
and Shanske (2011) rightly applaud the empiricism of Chetty, Looney, and Kroft (2009). 
yet atop a rather modest empirical finding they attempt to construct a prescriptive 
mountain, resting on. . . hopeful speculation. What low- or middle-income consumer 
today, in any advanced democracy, already subject to a panoply of low-salient taxes, is 
spending a great deal of residual income on “luxuries” or is not “credit constrained”? 
Are these not the very same consumers and individuals, by and large, who are saving 
“too little” by their own lights, as the other principal behavioral economics-inspired 
policy recommendation for tax law, that of tax-favored savings accounts, considered? 
But if people are saving too little, they are credit-constrained or at least have a nonlux-
ury item, savings, to which to devote their resources. yet the policy recommendation 
for low-salient taxes is not to use the money “costlessly” appropriated from ordinary 
consumers to fund savings plans for these very same consumers. This concept is in fact 
intriguing, but one that could suffer from arbitrage and other problems (e.g., govern-
ment appropriation). The policy reason behind the proposal is, rather, to use the tax 
revenue for general governmental needs in an age of massive fiscal deficits.

Gamage and Shanske (2010) argue, in the manner of Kaplow and Shavell (1994), that 
any skew in distribution from the imposition of low or no market salient taxes could be 
counterbalanced by changes to the residual tax system, such as the income tax. They do 
note a caution that “even when offsetting tax-rate adjustments are theoretically capable 
of resolving distributional concerns, political or administrative limitations may pre-
vent the implementation of the offsetting tax-rate adjustments” (Gamage and Shanske 
2010, 52). Indeed, but reality is worse, and less hopeful than that quick statement would 
have it be. Precisely as persistent myopia, given the status quo, can undermine behav-
ioral patches designed to address myopia, so could and almost certainly would salience 
undercut any attempt to offset low-salient, broad-based, low rate level regressive taxes 
with other taxes. Those “other” taxes will be, by necessity, highly salient and concen-
trated ones. This is precisely the kind of tax increase that the proponents of the pro-
posal themselves would also find to be widely unpopular.
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If the isolation or disaggregation effect were not so widespread, any equity effect 
from the widespread imposition of low-salient taxes may not matter all that much. 
Society could have as many regressive taxes or surcharges as it desired, as long as it 
had a single system, such as the individual income tax, in which to redistribute. But we 
have seen many times over that ordinary subjects will have a hard time understanding 
extreme progressivity in any single system, when viewed in isolation (McCaffery and 
Baron 2003, 2006). The reformer concerned with redistribution needs to look at all tax 
systems, individually, because the polity will not adequately integrate them. In the case 
of these low-salient tax policy proposals, the extent of the increase to the individual 
income tax needed to offset the lack of progressivity in any significant low-salient tax 
would have to be extreme—and hence, on this account, highly salient. If citizens do 
not support highly salient taxes, how can highly salient taxes be used to correct for 
low-salient ones? Recent political history in the United States, at least, for well over two 
decades now, suggests that it is virtually politically impossible to raise marginal tax 
rates under the individual income tax, the most salient, and progressive, major tax in 
existence (McCaffery and Hines 2010).

The same tension is evident in what has been called the privatization effect 
(McCaffery and Baron 2006). The two-part optimal welfare economics analysis sug-
gests that efficiency, alone, should dictate whether or not government provides any 
particular good or service. However, because ordinary subjects once again have a 
difficult time integrating the effect of spending cuts, or government downsizing, on 
the residual tax system, bottom-line redistribution can suffer on account of even an 
efficiency-enhancing reform. The Paretian constraint will not hold, the rich will get 
richer, and the poor, poorer. This is troubling.

Third, the resolution of public finance matters can be fragile, and volatile, as equiva-
lent frames can shift public opinion. Instability in public finance systems is itself, ceteris 
paribus, a bad—a welfare-reducing phenomenon. Note that psychological studies sug-
gest that preference shifts or reversals can obtain with no change in the underlying 
substance. It is not a matter of people seeing the light and adopting “better” resolutions 
of public finance systems. People will simply choose more progressivity if they can be 
led to think in percentage terms, and less in dollar terms; they will choose policies that 
can be understood as bonuses and reject them when they see them as penalties. This 
back and forth, on purely formal grounds, is problematic. Worse, it leads to another 
concern.

Fourth, given the importance of framing and related effects, politics will reward 
rhetoric over substance. “Great communicators” will be prized, not because they advo-
cate “better” policies, but because they make their policies sound better to voters. In 
and of itself, this diverts political resources from the potentially welfare-enhancing 
study of substantive policy effects, to the purely formal rhetorical presentation of mat-
ters. And this leads, lastly, to an especially great concern.

Fifth, finally, and perhaps most disturbingly: a skilled politician or political party 
can manipulate public opinion and get a public finance system in place that is in con-
flict both with the public good and with prevalent democratic preferences. Suppose 
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that some politician or party wanted to reverse the course of a particular society and 
reduce the degree of redistribution prevailing throughout a public finance system. 
Insights from behavioral economics provide an eerie road map for success. Many find-
ings suggest that a policy position to lessen social redistribution would likely lose in a 
straight up or down vote, both because the majority of people favor at least moderate 
redistribution and because of a persistent status quo bias. But the rhetorically skilled 
politician could influence a collective preference reversal. She might first choose hid-
den or low-salient taxes, with a regressive incidence, and raise money through a series 
of relatively flat surcharges that are not labeled as taxes. People would support these, 
and a surplus might even result. Larger surpluses might follow from selective “priva-
tization” of current publicly provided goods and services, reducing the need for taxes. 
Cuts could then be made to the most salient tax alone, the individual income tax, and 
that tax could be brought to reflect moderate progressivity, even as its importance in 
the overall budget declined. Indeed, the politician could take this all a step further, 
and separate out the topics of tax and spending cuts, cutting taxes (again, the highly 
salient income tax) now, and postponing spending cuts until later. The resulting defi-
cit, itself a form of a hidden tax, would curtail government growth, and could lead to 
replacement taxes that are less progressive (and salient) than the initial baseline. And 
so on: we would wake up one day with a smaller government, less dependent on the sin-
gle remaining progressive tax system, and that tax system would continue to have only 
moderate levels of progressivity while various replacement taxes were more regres-
sive. Over all, this series of steps would lead to dramatically less redistribution than the 
people themselves wanted, at the outset, and the cumulative changes would also fail to 
meet the basic Paretian constraint.

Of course, the astute observer might notice that this is what has been done in the 
United States, beginning with Ronald Reagan in 1981.

4.3 A Case Study

I shall use a more recent and specific example to illustrate some of the points just 
articulated.8

As the United States careened toward a self-created “fiscal cliff” set to obtain 
on January 1, 2013, the press was full of febrile leaks and rumors of impending deals 
between the Obama administration and the Democrats, on one side, and the Speaker 
of the House, John Boehner, and the Republicans on the other side. Both sides faced a 
problem, and a strictly rhetorical one: how to “score” the tax changes being considered.

A large reason behind the fiscal cliff “crisis” was that the tax cuts of 2001 and 2003, 
ushered in during the administration of President George W. Bush, were each set to 
expire on January 1, 2013, meaning that there would be a return to the higher tax rate 

8 This subsection draws from McCaffery (in progress).
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levels that obtained in the year 2000. Both political parties clearly and consistently 
agreed that no taxpayer earning less than $250,000 should see a tax increase. There 
was therefore no real chance that what Congress would ultimately enact would be any-
thing other than a tax cut, on balance; elected officials were not going to let the tax cuts 
expire for the masses. Since, as the law stood, all income taxpayers were set to face a tax 
increase, and since all political roads were leading to a resolution in which only some 
of them would get the tax increase that was due (that is, the “rich,” or “high-income”), 
the new law cutting the taxes of most while leaving in place the already legislated tax 
increases of a few would have to be considered as a tax decrease. This is indeed how the 
Congressional Budget Office officially “scored” the ultimate law. Only that would not 
do, politically.

So both sides, happily aided and abetted by the media, began talking about what 
they were doing in terms of making changes from the 2012 baseline—2012 being a year 
in which both the 2001 and 2003 tax cuts were in full force and effect. Consequently, 
this conceit stood the legal reality on its head perfectly: it scored the tax changes to be 
enacted as if the Bush era tax cuts were permanent, as opposed to what they were, which 
was expiring. But, more importantly, it would allow both sides to claim a tax increase on 
the rich from the failure to extend their tax breaks, while not highlighting the sound 
analytic fact that everyone else was getting a tax cut.

This might just be another story of business as usual inside the Beltway, not playing 
a major role in this chapter, except for the twists and turns occasioned by one other 
further inconvenient truth. Taxes on January 1, 2013, were also set to go up by virtue of 
the expiration of the “payroll tax holiday” that President Obama had enacted for 2011, 
and which Congress had extended (in late 2011) for 2012. The “holiday” was a 2 percent 
break (in absolute terms) from the 6.2 percent employee share of the Social Security 
payroll tax, applicable to earnings (in 2012) up to approximately $110,000 per individ-
ual. The “holiday” could thus save an individual over $2,000 and $4,000 for a couple, 
each member of whom earned $100,000. This provision was set to expire just like the 
Bush tax cuts. Only both sides, Democrats and Republicans, very quietly agreed to let it 
die a quiet death.

The resolution of the rhetorical embarrassment, occasioned by the fact that what 
Congress was doing was actually a tax decrease in a time of fiscal crisis, was to use a 
2012 baseline to measure increases off of it. This same accounting construct (measuring 
changes from 2012’s law) would allow President Obama to count the tax increases from 
the payroll tax holiday’s expiration as tax increases. This would seem to be a good thing, 
as politicians were scrambling to meet proposed revenue-raising targets. More specifi-
cally, President Obama led off the negotiations with a proposed revenue-raising target 
of $1.6 trillion over ten years—all tax increases get scored over a ten-year period, these 
days. Republicans had countered with $800 billion, and both sides seemed to be inch-
ing towards the obvious and inevitable compromise figure of $1.2 trillion.

The optics of meaningful aggregate tax increases and deficit reduction, not to men-
tion logical consistency, suggested “counting” the payroll tax increase. But the optics 
of redistribution suggested otherwise; in order to maintain a rhetorical claim about 
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the “top 2 percent” bearing all of the new burdens. The truth was going to be what it 
was: the payroll tax holiday was going to expire, but the (misleading) optics of redis-
tribution prevailed. The Obama administration did not “count” the tax increases from 
the payroll tax holiday’s expiration as part of the fiscal cliff tax increases, although this 
meant, logically, the numbers being used could only be described as “tax increases over 
a 2012 baseline, but not including matters not addressed in a new law,” or something 
similar. The Republicans, hardly chafing at the bit to tout any tax increase, readily 
played along.

What are the dollars and cents of all of this? Official sources and the mainstream 
media reported tax increases from the law ranging from $600 to $700 billion (a sum 
total below even the Republicans’ opening bid), almost all falling on the “rich” in 
some sense. Here is an illustrative description, from the progressive group, Center for 
American Progress (2013):

The American Taxpayer Relief Act of 2012—the fiscal cliff legislation agreed to in 
a deal between President Obama and Senate Minority Leader Mitch McConnell 
(R-Kentucky)—will raise approximately $617 billion in higher revenues from 
2013 to 2022, compared to what the tax code would have generated if we had sim-
ply extended all the Bush tax cuts, which were scheduled to expire at the end of 
2012. More than 90 percent of the increase will come from households making at least 
$1 million a year. (Emphasis supplied)

As for the expiration of the payroll tax holiday? This was estimated to bring in an addi-
tional $100 billion per year or $1 trillion over a decade, meaning President Obama 
could have claimed to make his $1.6 trillion mark after all. But he did not, because only 
a very small percentage of the $1 trillion gained from letting the payroll tax cut expire 
would come from households making at least $1 million a year.

In sum, roughly 62.5 percent of the aggregate tax increase in the fiscal cliff package 
came from a tax that applies only to wage earnings and which has a floor of zero (mean-
ing it applies to the first dollar earned, regardless of family size or anything else) and 
a ceiling of $110,000. But this major tax increase was not listed in the official reports 
or scoring, in order to maintain a rhetorical claim that 90 percent of the tax increases 
would fall on millionaires only. We end up with not so much a hidden tax, although the 
payroll tax is much better hidden than the income tax in multiple regards, but rather 
a hidden tax increase, buried in the self-serving rhetoric of both parties inside the 
Beltway. This is what politicians do with their behavioral approach to tax law design.

5 Fiscal Balance

The final application, or potential application, of a behavioral economics approach to 
tax law concerns the wider question of fiscal balance, now arguably the major issue fac-
ing advanced capitalist democracies worldwide.
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In some sense this is simply an instance of the prior topic (tax law design) because 
a failure to generate adequate revenues is a primary cause of the sovereign debt crises 
brewing globally (and this view of the problem has been explicitly invoked in defense 
of the low-salient tax policy recommendation (Schenck 2010)). But the comprehensive 
importance of the subject matter warrants separate attention, and also brings in the 
other side of the fiscal equation: government spending programs. Behavioral econom-
ics, in its canonical findings such as loss aversion and the status quo bias, are clearly 
relevant to this piece of the puzzle. See Zamir (2012) and  chapter 11 in this volume, dis-
cussing inter alia loss aversion and its relevance to the “tax expenditure” budget—tax 
expenditures being a form of government spending through tax breaks, itself both a 
widespread phenomenon and one rife with behavioral elements.

Various polls and other experimental findings support the idea that most individu-
als, out of context and in the abstract, support balanced budgets (Baron and McCaffery 
2008). yet we do not make decisions in the abstract, and policies do not take effect out 
of context. How can deficits get started in a democratic citizenry that opposes them? 
Behavioral economics supplies a set of answers. The key is to match specific tax cuts 
today, which individuals will support out of tax aversion, with the abstract, general 
idea of spending cuts tomorrow, which individuals will also support today. On one 
hand, if tax cuts today must be matched by specific spending cuts today, then an oppo-
sition to both specific spending cuts and to deficits is likely to preserve the status quo of 
balance. On the other hand, if the tax and spending decisions can be separated in time 
and (logical) space, then the specificity of the spending cuts can recede, and a disaggre-
gation bias effect can take hold. Individuals tend to focus on the tax cuts alone, where a 
generic tax aversion will lead them to support cuts, resulting in a budget deficit. Once 
this deficit is created, the preference for fiscal prudence causes people to want to raise 
taxes and limit spending. But these desires are not strong enough to reduce the deficit 
to zero, even when people are asked about the “long run.” And a more persistent and 
pervasive status quo bias means that it will be difficult to ever obtain fiscal balance once 
deficits have become accepted.

The classic element of a behavioral approach, inconsistency, is present here. The 
inconsistency does not seem to follow from a simple optimism bias. It is not that people 
have a naive belief that things will be better tomorrow, and deficits will miraculously 
be closed without the pain of tax increases or spending cuts. Rather, it is a failure to 
properly anticipate the depth of the difficulty in making specific cuts tomorrow—
the depth, that is, of an endowment effect. At a high level of generality, deficits arise 
or increase when specific (salient) tax cuts go along with abstract (nonsalient) sets of 
spending cuts. This conceptualization suggests two broad ways for governments to 
avoid deficits. One is to keep everything abstract: to pass laws in the form of consti-
tutional restrictions about balanced budgets, a form of collective self-binding to the 
mast (Elster 1984). Many state governments in the United States are indeed required 
to have balanced budgets each year, and the US government has occasionally tried to 
bind itself in advance by various budgetary rules. This approach could also have the 
virtue of making a nonelected body (the judiciary) the “bad cops,” playing the role of 
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an arbitrage mechanism to help debias the citizenry away from its pervasive biases. 
Central bankers around the world, or collective entities such as the European Union 
or International Monetary Fund (IMF), might play this role, too, imposing “austerity 
conditions” on member states, or as a condition of financing. These tactics have had 
mixed political and financial success to date, but also point towards a depressing fact—
democracy itself might have to be curtailed because of the widespread and harmful 
effects of behavioral biases on fiscal systems.

An alternative takes the opposite approach: to make everything concrete and spe-
cific. We could break taxes down into categories earmarked for particular services, 
such as, nominally, in the case of the various wage taxes in the United States (which are 
earmarked for Social Security payments and the like). If citizens come to think of each 
tax as linked with a particular service, they may be less willing to cut taxes; indeed, this 
could explain why the Social Security and Medicare tax in the United States, now the 
largest tax for most American taxpayers, is the one major federal tax that had never 
been cut until just two years ago. This alternative would probably lead to a larger, more 
active government than the first method (binding in the abstract).

These are complex and difficult topics, which point to ultimately complex and dif-
ficult political solutions or cures. But these are also ideas worth exploring, in the ongo-
ing quest for a practical, real-world and normative role for a behavioral economics 
approach to tax law. It is past time to accelerate the pace of our thinking about behav-
ioral economics and tax.
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CHAPTER 24

L I T IGAT ION A N D SET T L E M EN T

JENNIFER K. ROBBENNOLT

1 Introduction

When and how legal cases are brought, invested in, settled, and taken to trial has been 
a frequent topic of much social scientific analysis—with contributions from economics 
(see, e.g., Bebchuk 1984), sociology (see, e.g., Felstiner, Abel, and Sarat 1981; Merry and 
Silbey 1984), political science (see, e.g., Boyd and Hoffman, 2013), and psychology (see, 
e.g., Guthrie 2000, Rachlinski 1996; Saks 1992).

Litigants and their attorneys must decide whether and when to file suit; whether and 
when to file motions and how to respond to motions filed by the other side; what dis-
covery and trial preparation to do; what offers or demands to make; and whether to 
accept a proposed settlement or proceed toward trial. Along the way many disputes 
are resolved in some way. Most civil disputes do not result in lawsuits (see Miller and 
Sarat 1981; Hensler et al. 1991). And most cases that are filed as lawsuits do not go to trial. 
Most cases are, for example, dropped, resolved by motions, or settled in some way (see 
Eisenberg and Lanvers 2009; Galanter 2004; Langbein 2012). Indeed, the rate of trial is 
declining (Galanter 2004). For those cases that do result in trial verdicts, litigants must 
also decide whether and on what grounds to appeal or whether to propose or accept a 
posttrial settlement.

Among those cases that go to trial, some cases fail to settle even though it would 
have been financially beneficial to the parties to have settled. Indeed, recent work has 
compared verdicts with final settlement offers that were rejected—finding that both 
plaintiffs and defendants frequently reject settlement proposals that would have been 
financially advantageous (Kiser, Asher, and McShane 2008). Among those cases that 
settle, some are settled on terms that are favorable to both sides. In other instances, 
valid claims are not pursued or are settled on terms that are disadvantageous to one or 
both sides.

Standard economic models of litigation and settlement conceive of litigation and 
settlement decision-making as a process in which legal actors—litigants and their 
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attorneys—rationally maximize expected utility. While such models provide a helpful 
structure for understanding litigation decision-making, litigants and their attorneys 
may not always behave and decide in ways that follow the assumptions of the economic 
models. As we will see, the decisions that are made as a case progresses through the 
legal system are more complex than the standard models provide. Predicting expected 
outcomes, setting goals, interacting with adversaries, gathering and using informa-
tion, and weighing options all present challenges for decision-makers. In addition, the 
dynamic interaction between lawyer and client can influence whether and how cases 
are settled.

2 Standard Economic Models of 
Litigation and Settlement

Standard economic models of litigation and settlement (see Cooter and Ulen 2012 for 
a review) posit that litigants engage in expected value calculations when making deci-
sions. Claiming and decisions about whether to defend cases are influenced by liti-
gants’ assessments of the expected value of the claim and the costs of filing a complaint 
or responding to the suit. Similarly, decisions about whether to settle a case or to con-
tinue forward toward trial are influenced by litigants’ predictions about the possible 
outcomes of trial, the value of the settlement under consideration, and the relevant 
costs. Thus, as a simplified example, a plaintiff would calculate the expected value of 
trial as follows:

EV = (probability of win × expected outcome) + (probability of loss × $0) − costs.
A defendant’s calculation would look similar—the costs of going to trial would be 

calculated as
EV = (probability of win × $0) − (probability of win × expected size of verdict) 

− costs.
For each litigant, the risk discounted value of trial would be compared to the value of a 
proposed settlement and the litigant would choose the option (trial or settlement) with 
the highest expected value.

Under the economic analysis, high rates of settlement are driven, at least in part, by 
the costs associated with each stage of litigation. These costs include not only the finan-
cial costs of bringing or defending the suit (e.g., legal fees, discovery costs, experts), but 
also any implications for future cases, any expected reputational costs, the time and 
effort allocated to the lawsuit, and the unpleasantness of the process itself (see, e.g., 
Galanter 1986; Hannaford-Agor and Waters 2013; Spier 2007; Trubeck et al. 1983). To 
see how costs might drive the possibility of settlement, it is important to understand 
that the range within which bargaining can occur is defined by the difference between 
the litigants’ subjective expected values of trial. That is, settlement is possible in the 
range that falls between the lowest amount for which the plaintiff will settle and the 
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highest amount for which the defendant will settle. This range is variously known as 
the bargaining range, the zone of possible agreement (ZOPA), or the surplus. Because 
the costs of trial will increase the amount a defendant is willing to pay and decrease the 
amount a plaintiff will insist upon receiving, the costs of trial tend to increase this bar-
gaining range and make settlement more possible. Indeed, litigation costs saved add to 
the surplus and constitute joint gain.

Standard economic analysis posits two general problems that can lead to errors in 
settlement decision-making. First, the parties are likely to have imperfect and asym-
metric information relevant to their decision—information about behavior, injuries, 
witnesses, and so on (see Bebchuk 1984; Spier 2007). Divergent information is likely 
to lead to differences in predictions about likely outcomes. Second, even if informa-
tion were complete and predictions about litigated outcomes were perfect, strategic 
bargaining decisions could still drive suboptimal settlement decision-making. In par-
ticular, failure to settle may result from difficulties in dividing the surplus. Strategies 
such as refusing to consider settlement, threats, misrepresentation, delay, or simply 
holding out for more may be used by the parties as they attempt to claim a greater 
share of even a well-defined surplus (see Cooter, Marks, and Mnookin 1982; Gross and 
Syverud 1991).

The story told by the economic model of litigation bargaining—a story in which 
actors make rational decisions to maximize the expected values of their outcomes—
provides a helpful picture of the litigation decision-making context. And it is true that 
many litigation “mistakes” are the result of incomplete information and strategic bar-
gaining decisions. Recognizing, however, that there are a variety of behavioral or psy-
chological (see Rachlinski 2011) phenomena that make it challenging for litigants and 
their attorneys to identify and choose the best litigation options can make for a richer 
and more accurate understanding of litigation decision-making.

3 Positive Illusions and Predictions

Predictions about what will happen at trial or on appeal—and predictions about the 
outcomes of motions and other interim decisions—are central features of settlement 
decision-making. Such predictions must be made in order to compare the expected 
value of trial, and settlement must take into account anticipated legal costs, relevant 
law, and case facts (Cooter and Rubinfeld 1989). One relatively straightforward reason 
why cases might proceed to trial despite the high costs of continuing litigation is that 
the two sides have made different predictions about what will happen at trial—diver-
gent predictions that either shrink or eliminate the bargaining range. Inaccurate pre-
dictions can result from the lack of information that results from poor preparation, 
lack of access to the relevant facts or legal rules, strategic behavior, or poor communi-
cation among the parties (see Sternlight 1999).
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Behavioral scientists have also identified several psychological reasons why litigants’ 
predictions might diverge. First, people experience a self-serving bias such that they 
perceive that which is in their own interests as being fair and expect that objective 
observers will favor their perspective. In the litigation setting, for example, litigants 
and their attorneys tend to make biased predictions about how a neutral judge would 
decide their cases—with plaintiffs predicting higher awards and defendants predict-
ing significantly lower awards. Similarly, the opposing sides tend to make biased esti-
mates of the fair settlement values of their cases (see Babcock et al. 1995a; Loewenstein 
et al. 1993; Babcock and Loewenstein 1997 [reviewing studies]; see also Thompson and 
Loewenstein 1992; Babcock et al. 1995b). Litigants are better able to remember evidence 
that favors their case and more likely to believe that a judge will credit their argu-
ments (Loewenstein et al. 1993). These effects are robust enough that even observers 
who merely adopt the perspective of one side make these sorts of biased predictions 
(Thompson 1995). Importantly, the bigger the gap in perceptions, the less likely a case is 
to settle (Loewenstein et al. 1993).

There is also evidence that predictions about case outcomes are influenced by 
how narrowly defined are the outcomes to be predicted—a problem of subadditivity. 
That is, attorneys’ predictions about the likelihood of a particular case outcome (for 
example, the likelihood of a nontrial outcome) tend to be smaller than the sum of the 
attorneys’ estimates of the likelihood of each of that outcome’s component outcomes 
(for example, the possibility of dismissal + settlement + case withdrawn + defen-
dant found immune from suit). “Hence, separate evaluation of more specific possible 
[case] outcomes yields higher total judged probability” (Fox and Birke 2002, p. 165; see 
Rottenstreich and Tversky 1997; Tversky and Koehler 1994). In one study, researchers 
asked attorneys to predict the likelihood that a verdict would fall in one of the follow-
ing ranges: up to $25,000, $25,000 to $50,000, $50,000 to $100,000, and over $100,000. 
The sum of the mean estimates for the four groups was 170% (Fox and Birke 2002). 
Such malleability in the substance of predictions can influence the existence or size of 
the bargaining range.

To make matters even more complicated, people tend to be overly optimistic 
as well as overconfident in their predictions (see Moore and Healy 2008). When 
perspective is focused on one side of a case (as is the case in litigation), parties 
are less accurate in their predictions, but hold those expectations with more con-
fidence, even when the other side’s arguments are easy to predict and take into 
account (Brenner, Koehler, and Tversky 1996). In one recent study, attorneys were 
shown to be overconfident in their predictions about the outcomes of their own 
pending cases—overstating the probability that they would meet or exceed their 
own minimum goals for the case (Goodman-Delahunty et al. 2010; see also Loftus 
and Wagenaar 1988). This inaccuracy is difficult to correct, however. These same 
attorneys failed to realize that their predictions were overly rosy—that is, in hind-
sight, the attorneys reported that they had met their goals (Goodman-Delahunty 
et al. 2010).



LITIGATION AND SETTLEMENT   627

4 Settlement in the Shadow of Trials, 
Settlements, and the Media

As we have seen, the expected value calculations contemplated by the standard eco-
nomic model are based in large part on parties’ expectations about what will happen 
at trial. Thus, it is often said that litigation bargaining happens in the “shadow of the 
law” (Mnookin and Kornhauser 1979). In an idealized world, expectations about what 
is likely to happen at trial would be informed by a systematic assessment of the dis-
tribution of trial outcomes in cases with similar facts. But such expectations are also 
informed (and distorted) by other information to which parties are exposed.

First, because people tend to judge probabilities with reference to the ease with which 
they can bring to mind similar examples, possible outcomes that are more available in 
memory or more fluently brought to mind are judged to be more likely (Tversky and 
Kahneman 1973). Second, judgments can be influenced by anchors—available numbers 
that provide a salient (even if not relevant) benchmark for the judgment. Adjustments 
away from the anchor are often insufficient, resulting in judgments biased in the direc-
tion of the anchor (Tversky and Kahneman 1982).

In the negotiation context, outcomes can be influenced by anchors that are provided 
by initial offers or demands (Galinsky and Mussweiler 2001; Guthrie and Orr 2006; 
Korobkin and Guthrie 1994a; Korobkin and Guthrie 1994b; Schwab and Heise 2011), 
damage caps (Babcock and Pogarsky 1999), negotiator aspirations (Korobkin 2002), 
media reports of other cases (Bailis and MacCoun 1996; Robbennolt and Studebaker 
2003), and information about private settlements (Depoorter 2010). There is evidence 
that both media depictions of trial outcomes and lawyer communications about pri-
vate settlements provide skewed information about case outcomes, painting a picture 
of frequent plaintiff wins and large awards (see Ballis and MacCoun 1996; Depoorter 
2010). This selective availability of information about case outcomes can distort pre-
dictions. Consistent with this expectation, even experienced attorneys tend to make 
skewed estimates of plaintiff win rates and the size of jury awards (see, e.g., Songer 
1988).

5 Prospect Theory and Framing

In the context of litigation and settlement, trial outcomes are uncertain, while agreeing 
to a settlement provides a certain outcome. The standard economic model of bargain-
ing assumes that litigants are either risk-neutral or risk-averse in the face of uncertainty 
(Cooter and Rubinfeld 1989). It turns out, however, that people’s risk preferences vary 
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depending on whether they are facing a gain or a loss in comparison to a reference 
point. When it comes to a decision between options that present moderate to high prob-
ability gains, people tend to be risk-averse. But, when facing moderate to high probabil-
ity losses, people tend to be risk-seeking. In addition, losses tend to have more impact 
than do gains of the same magnitude—this is known as loss aversion (Kahneman and 
Tversky 1979; Tversky and Kahneman 1981; Kahneman and Tversky 1984).

In litigation, the plaintiff and defendant sides face different “natural” frames. 
Plaintiffs face the prospect of a certain gain (if they settle) or an uncertain gain (if they 
go to trial). In the domain of moderate- to high-probability gains, plaintiffs are likely 
to be risk-averse and, therefore, likely to prefer settlement. In contrast, defendants face 
the prospect of a certain loss (if they settle) or an uncertain loss (if they go to trial). In 
the domain of moderate to high probability losses, defendants would be expected to 
be risk-seeing and, therefore, to prefer trial (Rachlinski 1996; see also Babcock et al. 
1995; Gross and Syverud 1991; Gross and Syverud 1996). Indeed, experimental studies 
have found that plaintiffs choosing between gains tend to be more likely to accept a 
risk-neutral settlement offer (i.e., a settlement offer with the same expected value, e.g., 
$50,000, as the expected value of trial, e.g., a 50% chance of winning $100,000) than are 
defendants who are choosing between losses (Rachlinski 1996; see also Hogarth 1989; 
van Koppen 1990). Lawyers (and judges), too, appear to be susceptible to such framing 
effects (Rachlinski and Wistrich 2013; Guthrie, Rachlinski, and Wistrich 2001, 2009). 
These sorts of framing effects mean that “[r] isk seeking defendants may reject settle-
ment proposals which they would be better off accepting. . . [Plaintiffs] may accept set-
tlement offers that are too deeply discounted in an effort to minimize risk. . . . [L]oss 
aversion suggests that the settlement discouraging effect of framing on defendants will 
be more powerful than the settlement encouraging effect of framing on plaintiffs, so 
the former is likely to predominate” (Rachlinski and Wistrich 2013).

When it comes to low-probability outcomes, however, we see a different pattern. 
People tend to be risk-seeking (rather than risk-averse) toward low-probability gains 
and risk-averse (rather than risk-seeking) toward low-probability losses (Kahneman 
and Tversky 1979). This means that in the domain of cases with a low likelihood of 
plaintiff winning—what some might call frivolous cases—plaintiffs, facing gains, 
are likely to be risk-seeking and prefer trial, while defendants, facing losses, are 
likely to become risk-averse and prefer settlement (Guthrie 2000; see also Fobian and 
Christensen-Szalanski 1993). Experimental evidence is consistent with this predic-
tion—in the face of low odds, plaintiffs are expected to prefer trial and defendants to 
prefer settlement (Guthrie 2000). Additional research is needed to determine whether 
and to what extent such expectations translate to litigation decisions.

It is also the case that choices made by either side can be influenced by whether 
the litigant perceives a particular option as a gain or a loss—a perception that can be 
affected by the reference point to which the option is compared. For example, a plain-
tiff might compare a settlement offer to the expected value of going to trial and see 
the settlement as a gain, or the salient comparison might be to the plaintiff’s position 
prior to the injury in which case the same offer might be viewed as a loss. A settlement 
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option that is seen as a loss will be less attractive than the same settlement option that 
is perceived as a gain (Korobkin and Guthrie 1994b). It seems likely that the postinjury, 
pretrial situation will be the most intuitive frame for litigants in most instances (see 
Zamir and Ritov 2010). Nonetheless, alternative frames may be salient in certain cases.

The desire to avert losses has a variety of consequences for decision-making. One 
with particular consequence for settlement decision-making is the tendency to over-
weight sunk costs. Under the standard economic model, costs that have already been 
incurred and cannot be recouped should not influence decisions about whether to 
incur or invest additional resources. However, such prior costs have a tendency to influ-
ence decision-making (see Arkes and Blumer 1985). As a result, investments (of time or 
money) made at earlier stages of litigation can influence decisions at later stages, even 
when they should be irrelevant (see, e.g., Kiser 2010).

6 Nonmonetary Influences

Expected value calculations are also complicated by the fact that litigants are motivated 
by a variety of monetary and nonmonetary incentives—many of which can be difficult 
to quantify and alter litigant judgments in other ways (see generally Robbennolt and 
Sternlight 2012). For example, litigants may desire to receive an explanation or even an 
apology. They may worry about reputations or seek a public judgment of accountability 
or vindication. They may seek to effect reform or behavioral change in order to prevent 
future harm. They care about “fairness” and about achieving a “just” resolution of their 
dispute. They may desire some other symbolic outcome. Ultimately, litigants, like other 
legal decision-makers, must attempt to make settlement decisions that balance a range 
of varied (and sometimes inconsistent) goals (see Robbennolt, Darley, and MacCoun 
2003; Robbennolt, MacCoun, and Darley 2010).

Consider, for example, that litigants are motivated to minimize the amount of regret 
that they will experience following their decisions. Regret is “the painful feeling a per-
son experiences upon determining she could have obtained a better outcome if she had 
decided or behaved differently” (Guthrie 1999, pp. 65–66; see also Gilovich and Medvic 
1995). Because feelings of regret can be painful, people attempt to predict such feelings 
and act so as to avoid them. This tendency is predicted to promote settlement. When 
litigants reject a settlement offer or demand and proceed to trial, they will be able to 
compare the rejected settlement to the outcome at trial, raising the possibility that they 
will regret their decision. Conversely, litigants who agree to a settlement will never 
know what might have happened at trial. The absence of this comparison minimizes 
the regret that they expect to experience (Guthrie 1999). Consistent with these predic-
tions, Guthrie (1999) found that settlement was predicted to be more likely in a system 
in which the outcome of trial would not be known as compared to a hypothetical sys-
tem in which both outcomes would be known. In this way, then, litigants may take into 
account not only the monetary value of the offer on the table and the predicted value 
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of any trial outcome, but also “the feelings associated with the outcomes of foregone 
options” (Guthrie 1999, p. 69).

At the same time, this desire to minimize regret is also associated with a tendency to 
make decisions that are geared toward keeping options open—that is, making choices 
that avoid foreclosing other options—even when such decisions perpetuate uncer-
tainty and when they are costly (see, e.g., Shin and Ariely 2004). But such a strategy 
can get in the way of settlement. Rejecting a particular settlement offer forecloses that 
particular offer, but keeps open both the possibility of trial and the possibility of settle-
ment. In addition, such decision-making can reduce the degree to which people are 
satisfied with their decisions (see Bullens, van Harreveld, and Förster 2011; Gilbert and 
Ebert 2002).

Regret about a forgone opportunity can also affect how a current proposal is evalu-
ated. Inaction inertia is the “tendency of a person to omit action when he or she has 
passed up a similar, more attractive opportunity to act” (Anderson 2003, p. 146). This 
tendency can induce a litigant who has passed up a proposed settlement to compare 
any subsequent proposal to that previous proposal even though that option may now 
be off the table. “For example, imagine a defendant who passes up an offer to settle a 
case for $10,000, thinking that she can push the plaintiff to settle for a lower figure. But 
imagine that the plaintiff does not settle for less and withdraws the offer to settle for 
$10,000. Down the road, the defendant is likely to find settling for $12,000 particularly 
unattractive, even if the defendant thinks it is likely that a trial would result in liability 
of $15,000” (Robbennolt and Sternlight 2012, p. 94).

Settlement decisions can also be influenced by litigant views of the procedural justice 
that they have experienced or expect to experience. In addition to wanting to expe-
rience a neutral and trustworthy process, litigants care about having a voice in the 
process and about being treated with dignity and respect (see Blader and Tyler 2003). 
While litigants and their attorneys likely realize that the other side will be focused on 
looking out for its own interests, they still want the other side to listen, to be respectful 
in their interactions, and to act in good faith (see Hollander-Blumoff and Tyler 2008). 
Indeed, when negotiators act in a procedurally just manner, their predictions about 
likely outcomes tend to be less far apart and they tend to find common ground more 
quickly, are less likely to fail to reach agreement, and are more satisfied with the result-
ing agreement (Hollander-Blumoff and Tyler 2008; Leung, Tong, and Ho 2004; see also 
Okimoto and Tyler 2007).

Similarly, litigants are influenced by the perceived procedural justice of other settle-
ment mechanisms. For example, researchers have explored the decisions of both indi-
vidual and business litigants in cases involving a wide range of stakes that were sent to 
court-mandated nonbinding arbitration. Parties could accept the arbitrator’s award or 
go to trial. Decisions about whether to accept the arbitrator’s award were more strongly 
associated with perceptions of the procedural justness of the arbitration process than 
with the size of the arbitrator’s award (Lind et al. 1993).

Litigants may also be motivated by the desire to have their “day in court.” To take one 
example, Rob MacCoun describes
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a judicial settlement conference in which the attorneys, with no clients present, 
hammered out a settlement they were comfortable with, but the plaintiff’s attorney 
complained that his client might not accept it because she “wants her day in court.” 
The judge put on his robe, called her into an empty courtroom, and sat her on the 
witness chair. After she told her story, she assented to the settlement. (MacCoun 
2005, p. 189)

Finally, while not formally part of an expected value calculus, litigation can be 
forestalled by an apology or prompted when an actor fails to apologize. Similarly, 
settlement negotiations can be influenced by whether an apology is proffered and 
the nature of that apology (see Korobkin and Guthrie 1994b; Robbennolt 2003, 2006, 
2008). Apologies can change litigants’ perceptions, emotions, attributions of blame, 
and desire for retribution. Consequently, apologies can make it less likely that claim-
ants will turn to the legal system following an injury (Mazor et al. 2004, 2006) and can 
influence the course of settlement negotiations (Robbennolt 2003, 2006).

7 Adversarial Posture of Litigation

In litigation, the parties are typically styled as adversaries engaged in bargaining about 
a potential settlement. In an economic model that approaches litigation bargaining as 
a distributional problem, the parties are engaged in a process of bargaining over the 
litigation surplus (see generally Cooter, Marks, and Mnookin 1982). The “negotia-
tor’s dilemma,” then, is that acting cooperatively—by, for example, disclosing infor-
mation—can simultaneously serve to help the parties find integrative solutions that 
expand the surplus, but also make them vulnerable to exploitation by the other side 
(Lax and Sebenius 1986). This adversary posture and the negotiator’s dilemma have a 
range of implications for whether and how cases are settled.

As noted above, there are a variety of strategic bargaining tactics that can distort 
decision-making—in some cases leading to trial when the parties would have been bet-
ter served by a settlement and in other cases leading to inadvisable settlements. For 
example, one or both sides may engage in misrepresentation or bluffing, both sides will 
attempt to persuade each other to make concessions (through argumentation, threats, 
or other attempts to influence), or one or both sides may adamantly refuse to settle (to 
discourage litigation or for a host of other reasons). Parties may use discovery strategi-
cally. To the extent that settlement negotiation is about dividing a surplus, the parties 
may reject particular offers that would otherwise be acceptable in an attempt to gain a 
larger share. The disclosure or withholding of information can also be the basis of stra-
tegic decision-making.

But, in addition to these strategic aspects of bargaining, the fact that litigants are 
adversaries introduces a variety of other distortions of judgment. For example, peo-
ple tend to attribute bias to those with whom they disagree—simply because they 
disagree—which leads them to be less inclined to cooperate and more inclined to use 
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competitive bargaining strategies (Kennedy and Pronin 2008). Similarly, adversaries 
tend to assume that their interests in settlement are incompatible—that is, that a gain 
for one side must necessarily be a loss for the other. This fixed pie bias can lead par-
ties to emphasize the distributive aspects of the negotiation over the integrative aspects 
and lead them to miss mutually acceptable opportunities for settlement (Bazerman 
and Neale 1983; Thompson and Hastie 1990; see also Thompson and Hrebec 1996). 
Relatedly, proposals that are offered by an adversary often seem less attractive than the 
same proposal would have if offered by another source (Ross and Ward 1995; Korobkin 
and Guthrie 1994b). This reactive devaluation can lead parties to decline settlement 
that would otherwise be acceptable. Both sides, therefore, might be well served by a 
mediator or other intermediary who can be attentive to value-creating openings and 
present proposals as neutral in origin (see Robbennolt and Sternlight 2012).

Finally, behavioral studies have shown that adversaries can be motivated by the 
prospect of retribution and concerned with eliminating injustice through punish-
ment (see Miller and Vidmar 1981). For example, people will incur costs to punish oth-
ers when they believe it is appropriate (see deQuervain et al. 2004; Fehr and Gächer 
2002; Henrich et al. 2006). But, of course, it is difficult for opposing sides to agree on 
the appropriate degree of punishment. In assessing the nature and consequences of a 
transgression, there is a magnitude gap such that punishments that seem fair to the 
injured party seem excessive to the transgressor and vice versa (see Stillwell et al. 2008). 
These differences in perceptions can make it difficult to reach settlement.

8 Information Gathering

One set of tasks involved in litigating and attempting to settle cases entails determin-
ing how much information to seek. Importantly, obtaining additional information 
may make it possible to make better calibrated predictions about trial outcomes or 
predictions about the other side’s bargaining behavior—arguably making settlement 
more likely. In some cases, the additional information obtained through discovery 
leads a plaintiff to re-evaluate and drop a case or a defendant to agree to a settlement 
(see Farber and White 1991; Golann 2011).

But more information is not a panacea. Obtaining additional information is costly 
in terms of time and money (see Pace and Zakaras 2012; see also Shepherd 1999),  
and does not always improve decision-making. First, decision-makers are not always 
well calibrated in deciding what information to seek. The confirmation bias can  
cause decision-makers to seek out information that confirms an existing belief or 
hypothesis, while ignoring potentially disconfirming evidence (Nickerson 1998). 
Indeed, the confirmation bias can lead lawyers to seek out superfluous information 
(and to miss relevant information) (see Rachlinski and Wistrich 2013). Confirming 
(and failing to disconfirm) beliefs in the merits of one’s case is likely to decrease the 
bargaining range and make settlement more difficult. Failure to gather the appropriate 

 



LITIGATION AND SETTLEMENT   633

information can make for poor predictions and can make it difficult to accurately value 
options. In addition, irrelevant information can be distracting (Wittermoth and Neale 
2011).

Second, any information gained by the parties is subject to interpretation. Biased 
assimilation leads people to interpret new information in ways that allows them to 
confirm, rather than challenge, existing beliefs (Lord, Ross, and Lepper 1979). Thus, 
“shared information, if it is open to multiple interpretations, is likely to be inter-
preted egocentrically by the disputants, which can cause beliefs to diverge rather 
than converge” (Loewenstein and Moore 2004, p. 37). Similarly, additional informa-
tion can open up new benchmarks for understanding fairness, which can also be 
interpreted in self-serving ways (Camerer and Loewenstein 1993). And naive real-
ism—the view that one’s own take on the world is objective and shared—makes it dif-
ficult to see how others might view the information differently (see Pronin, Puccio, 
and Ross 2002).

Third, seeking out information can take on a life of its own. In particular, there is a 
tendency to delay decisions until information is available, even if the sought after infor-
mation would not really affect the decision. For example, people tend to want to obtain 
information about whether they would be punished before engaging in a prohibited 
act—even if they would have been inclined to engage in the act had they known that they 
would be punished (Bastardi and Shafir 2000; see also Redelmeier, Shafir, and Aujila 
2001). Not only can attempting to obtain such (ultimately irrelevant) information be 
costly, but it can also change the nature of the decision at issue. Thus, in the study just 
described, most people who knew from the start that punishment would ensue chose to 
act anyway. On the other hand, when it was unclear whether they would be punished, 
most people chose to wait to decide until they could find out. When they then found 
out that punishment would follow from the act, they chose not to act (Bastardi and 
Shafir 2000). In the litigation context, consider a study in which lawyers were assigned 
to advise a fictional plaintiff about a settlement offer. Those who were told initially that 
a government safety report implicated the defendant’s machine were more likely to 
advise settlement than were lawyers who elected to wait for the report and only then 
discovered that it implicated the defendant. Waiting for the (same) information appar-
ently gave it additional value, making the plaintiff’s prospects at trial seem brighter and 
the proposed offer less appealing (Rachlinski and Wistrich 2013). Seeking out informa-
tion imbued that information with seeming importance that altered the decision (see 
also young et al. 2012).

9 Settlement Options

Another behavioral complication is that decision-makers do not simply evaluate the 
expected value of options in isolation. Instead, decision-makers evaluate options in the 
context of other options that are, were, or could be on the table.
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For example, when evaluating the pros and cons of an option in the context of other 
options, loss aversion means that negative features of the option tend to be more salient 
than positive features. This option devaluation means that people tend to find a given 
option less appealing when it is appraised in the context of other options that it would 
have been if considered alone (Brenner, Rottenstreich, and Sood 1999; Simonson and 
Tversky 1992). In addition, a contrast effect can occur when an option is similar but infe-
rior to another option under consideration. The contrast between the similar options 
can magnify the appeal of the superior option even in comparison to other nonsimi-
lar options (Guthrie 2003: Huber, Payne, and Puto 1982; Kelman, Rottenstreich, and 
Tversky 1996). Finally, a compromise effect occurs when the addition of an extreme 
option to the set of options under consideration makes other options appear more 
moderate and, therefore, more attractive (Guthrie 2003; Kelman, Rottenstreich, and 
Tversky 1996; Simonson and Tversky 1992).

Note also that decision-makers evaluate options differently depending on whether 
they are attempting to accept or to reject one or more options. When looking for an 
option to accept, the positive features of the options are front and center. In contrast, 
when thinking about which options to reject, the focus is on the downsides of the 
options. This means that an option for which there are both good reasons to accept it 
and good reasons to reject it can be both more likely to be selected and more likely to be 
rejected depending on the decision-maker’s orientation to the decision (Shafir 1993; see 
also Rachlinski, Guthrie, and Wistrich 2009).

10 Lawyers as Agents

“[T] he feature of litigation bargaining that most differentiates it from other types of 
negotiation is the presence of lawyers” (Korobkin and Guthrie 1997, p. 81). Accordingly, 
any behavioral analysis of litigation and settlement ought to take into account the simi-
larities and differences in how litigants and their lawyers make decisions, any factors 
that lead their incentives to diverge, and the dynamic relationship between lawyer and 
client. As we will see, the presence of lawyers may either facilitate settlement or impede 
it (see Gilson and Mnookin 1994; Sternlight 1999)—either of these possibilities has the 
potential to well- or ill-serve the client depending on the circumstances.

The interests of attorneys and clients will often converge—both clients and attorneys 
have an interest in successfully resolving a given case. But attorneys also have interests 
in generating fees, their own professional advancement, establishing or maintaining a 
particular reputation, and productively allocating their time across clients and other 
activities. Thus, there is ample room for the interests of lawyers and clients to diverge.

One factor that has received much attention is the effects of different fee arrange-
ments on litigation and settlement. Indeed, there is a sizable body of economic lit-
erature that theorizes about the potential effects of how fees are structured and who 
pays them (see review in Katz 2000; Miller 1987). Recent behavioral studies have also 
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examined the factors that influence the attractiveness of different fee agreements (see 
Zamir and Ritov 2010 [loss aversion]; Zamir and Ritov 2011 [fairness constraints]).

Whether legal fees are structured based on time spent (e.g., hourly billing), a fixed 
price, or a contingent basis surely has implications for the incentives faced by attor-
neys in how to structure their work and caseloads. For example, hourly billing might 
motivate attorneys to bring lower quality cases, spend too much time on a matter, 
and to delay settlement; flat-fee or other fixed-rate billing systems might motivate the 
minimizing of effort spent on a matter, and a contingent fee system is likely motivate 
behavior aimed at maximizing the attorney’s return on investment and is likely to give 
primacy to the financial aspects of settlement to the neglect of nonmonetary concerns 
(see Kritzer 2002; see also Helland and Tabarrok 2003). At the same time, however, it 
is likely that focusing primarily on these billing concerns is too narrow. Such concerns 
are likely just one of many considerations that influence how attorneys handle cases. 
Attorney decision-making under any fee arrangement is likely influenced by the range 
of alternative uses attorneys might have for their time (opportunity costs), reputational 
concerns, and the incentives created by the ongoing representation of a client and the 
importance of satisfied clients and referrals in generating business (Kritzer 2002). “For 
every plausible claim that lawyers’ fee arrangements have one-directional effect on 
settlement rates, there is an equally plausible claim that lawyers’ long-term financial 
incentives might cut in the opposite direction” (Korobkin and Guthrie 1997, p. 123). 
Attorneys must balance these competing considerations (see Robbennolt, MacCoun, 
and Darley 2010), and researchers ought to develop a better understanding of how 
attorneys do so.

But in addition to the complications of fee structures, there are also aspects of the 
ways in which litigants and attorneys make decisions and of the different approaches 
and abilities they bring to the litigation and settlement table that can influence settle-
ment. There are a variety of ways in which we might expect attorneys’ decision-making 
to differ from that of at least some of their clients. For example, clients likely know 
more about their own goals and preferences, while lawyers likely know more about the 
substance of the law and legal processes. Lawyers tend to be more analytical than many 
clients. This means that lawyers may be more likely to apply a version of expected value 
analysis than are clients—a mode of analysis that may lead them to either encourage or 
discourage settlement depending on the circumstances. But it can also mean that law-
yers can have difficulty fully understanding clients’ preferences and goals in ways that 
can make it hard for them to “bring the client” along toward settlement (see Korobkin 
and Guthrie 1997; Robbennolt 2008; Sternlight 1999). In addition, it can be difficult for 
lawyers to simultaneously adopt the roles of objective advisor and zealous advocate 
(Moore, Tanlu, and Bazerman 2010). And lawyers are more likely to be repeat players in 
the process, increasing both the importance and effects of a concern for reputation (see 
Gilson and Mnookin 1994; Rubin and Sander 1988).

Nonetheless, the extent to which attorneys’ decision-making differs from that of 
their clients’ is not entirely clear (nor is it clear how much variation there is among dif-
ferent clients or types of clients). There is evidence that attorneys (and other experts) 
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are influenced by many of the phenomena discussed in this chapter. But there is also 
some evidence that attorneys or other agents may be differently influenced by some of 
them (see, e.g., Korobkin and Guthrie 1997). Moreover, to the extent that there are dif-
ferences in the decision-making processes of attorneys and clients, additional research 
on how these differences get negotiated between attorney and client to result in deci-
sions throughout the litigation and settlement process is sorely needed.

11 Conclusion

A behavioral analysis of litigation and settlement reveals that litigants and their attor-
neys are likely to have difficulty behaving and deciding in ways that are consistent with 
a straightforward model of utility maximization. Predictions about expected outcomes 
can be influenced by a variety of phenomena, including self-serving biases, overconfi-
dence, the lure of available anchors, and whether the decision-maker is facing a deci-
sion regarding gains or losses. Litigants expectations about their future emotional 
states, desire for justice in its many forms, and interest in nonmonetary outcomes can 
complicate decision-making. Psychological reactions to adversaries, their goals, and 
their proposals can get in the way of value-maximizing settlements. Gathering new 
information cannot always be counted upon to narrow gaps in perceptions and can 
sometimes distort judgment. Expanding the set of options under consideration is 
often beneficial, but can have unexpected consequences. And the dynamic interaction 
between lawyer and client has implications for whether cases are settled and on what 
terms.

Many of these behavioral influences are likely to impede settlement. Overconfidence, 
reactive devaluation, and other phenomena are likely to decrease the bargaining range 
and make it more difficult for the two sides to find common ground. At the same time, 
however, there are some influences that are likely to push toward settlement. Adding 
an extreme option might make an existing proposal look attractive as a compromise, 
and procedurally just treatment may pave the way toward agreement. Neither set of 
pressures, however, is uniformly desirable or undesirable. As noted above, there are 
certainly times at which parties fail to reach beneficial settlements, but also instances 
of ill-advised settlements. Thus, it will be important for future research to clearly artic-
ulate the conditions under which various psychological factors are likely to impede or 
promote both quality and poor settlements.

In the meantime, lawyers and their clients likely need to engage in a counsel-
ing process that acknowledges the psychological influences on both lawyer and cli-
ent, capitalizes on differences in their respective knowledge bases and approaches to 
decision-making, and aims to resist any counterproductive influences. Techniques 
such as considering the opposite (Lord, Lepper, and Preston 1984), taking an out-
side perspective (Kahneman and Lovallo 1993), and considering the perspective of a 
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disagreeable adjudicator (Korobkin 2006) can all be helpful in this regard (see gener-
ally Robbennolt and Sternlight 2012).

Appreciating the range of behavioral influences on decision-making in the context 
of litigation and settlement allows for a more nuanced understanding of the decisions 
that litigants and their attorneys must make throughout the litigation and settlement 
process. Continued empirical research into the ways in which litigants and their attor-
neys make predictions, set goals, weigh options, and interact with each other will fur-
ther enrich this understanding.
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CHAPTER 25

BEH AV IOR A L ECONOM IC S A N D 
PL E A BA RGA I N I NG

RUSSELL COVEy

1 Introduction

In recent years, criminal law scholars have begun to apply the insights of behav-
ioral economics to the study of plea bargaining with important results. Combined 
with critical work demonstrating a variety of systemic defects that undermine the 
market-efficiency thesis, this research suggests that conventional law and econom-
ics descriptions of plea bargaining as the product of rational bilateral exchange of 
entitlements driven by punishment-maximization/minimization strategies sim-
ply do not provide an adequate account of the plea-bargaining system (Bibas 2004, 
p. 2467). Although this research provides a powerful basis to reject the assumption 
that the outcomes of plea bargaining are cast fairly and accurately in “the shadow 
of the law,”1 it also gives rise to a puzzle. Most of the cognitive quirks and biases 
identified by researchers, such as loss aversion, overconfidence, overdiscounting, 
and self-serving bias suggest that defendants should be consistently disinclined 
to plead guilty and that prosecutors and defendants should consistently disagree 
about what constitutes a fair price for a guilty plea. Accordingly, predictions about 
plea bargaining based only on behavioral economics might lead one to expect that 
plea bargaining would be a rare occurrence. Of course it is not. Plea bargaining is 
far and away the predominant procedural mechanism for the resolution of crimi-
nal charges. Criminal trials, not plea bargains, are the oddity. Thus, in the United 
States, 97 percent of federal convictions and 94 percent of state convictions are the 
result of guilty pleas (Department of Justice 2009). And while plea bargaining is 

1 The insight that bargaining occurs in the “shadow of law” was first developed in the context of 
divorce (Mnookin and Kornhauser 1979), and has been pursued in many different legal domains.
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far less common in other nations, it appears to be steadily on the increase. Scholars 
have estimated that in Germany, for instance, approximately one in every four trials 
is settled (Langer 2004, p. 42 n. 196). In Italy, in the years from 1990 to 1998 serious 
crimes brought in the tribunale were resolved by use of the patteggiamento, a nego-
tiated sentencing procedure, in 34 to 42 percent of cases (Langer 2004, pp. 52–53). 
In Poland, voluntary settlement of criminal charges rose from less than 8 percent 
of all adjudicated cases in 2002 to more than 40 percent of cases by 2005 (Luna and 
Wade 2010).

Much of the pioneering work in this area accepts plea bargaining as a given and 
examines the impact that cognitive bias has on the bargaining decisions made 
by prosecutors and defendants. That work concludes that cognitive bias some-
times impedes defendants from accepting utility-enhancing plea offers, and less 
frequently induces defendants to accept utility-diminishing plea bargains. This 
chapter considers the relationship between cognitive bias and plea bargaining, 
exploring why parties sometimes fail to agree to utility-enhancing bargains, and 
perhaps more importantly, why plea bargaining is so prevalent notwithstanding 
the existence of plea-discouraging cognitive bias.2 This chapter shows not only how 
the criminal justice system is functionally designed to induce defendants to plead 
guilty, but also how many apparently arbitrary and oppressive features of current 
criminal practice can be explained largely as devices that function, in whole or in 
part, to neutralize the plea-discouraging effects of cognitive bias. Incorporation 
of the insights of behavioral economics into plea-bargaining theory thus pro-
vides a more nuanced explanation of the shape of many features of the criminal 
justice system. Behavioral economics also casts new light on the factors that drive 
plea-bargaining outcomes, including the magnitude of sentencing differentials, the 
pervasiveness of pretrial detention, and the prosaic procedural brutality that is a 
universal feature of virtually every individual encounter with the criminal justice 
system.

The chapter begins by examining several findings of behavioral econom-
ics and evaluates the likely impact of those findings on plea bargaining. These 
findings suggest that without more, cognitive bias, if left unchecked, should 
discourage resolution of criminal cases through negotiated settlement con-
trary to the predictions of simple economic analysis. The chapter then assesses 
a variety of features of the criminal justice system that work to check these 
tendencies.

2 The basic framework in this chapter is drawn from previous work by the author (Covey 2007).
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2 Cognitive Bias and Plea-Bargaining

2.1 Bounded Rationality

Bounded rationality refers to the relatively obvious proposition that human cognitive 
abilities are not unlimited. Because rationality is bounded, people cannot assess with 
perfect accuracy the costs and benefits of various courses of action. In general, people 
do not even attempt to maximize utility when making decisions. Instead, they “satis-
fice,” that is, once they have identified an option that appears “good enough,” they dis-
continue their search and select that option (Simon 1992; Gigerenzer 2012, § 2.1).

Bounded rationality presents a problem for the economic model of plea bargaining, 
which requires prosecutors and defendants alike to make rational calculations regard-
ing the value of guilty pleas based on a variety of difficult to predict inputs. According to 
conventional economic theory, the value of a plea bargain is determined by reference to 
opportunity cost. The opportunity cost of a guilty plea is forfeiture of the right to a trial. 
Therefore, the value of a guilty plea depends on the expected value of trial (Reinganum 
1988, p. 714; Boari and Fiorentini 2001, p. 222). The expected value of a guilty plea can 
be calculated pursuant to the formula Vp = (P × Et) – R, where Vp represents the value 
of the guilty plea, P is the probability of conviction, Et is the expected sentence upon 
conviction at trial, and R is the resource cost of trial. While both plea bargains and tri-
als entail resource costs, trials usually consume substantially more resources—both in 
terms of pretrial preparation and court-time, and often, postconviction review—than 
guilty pleas. Accordingly, R here represents the marginal resource costs of trial above 
those expended for guilty pleas. Applying this pricing model, rational defendants 
should prefer plea bargains whenever the expected punishment resulting from a guilty 
plea (Vp) is less than the expected trial sentence multiplied by the probability of convic-
tion, minus the added resource costs (if any) of trial.

Although relatively simple to calculate in controlled situations, making actual 
decisions based on this formula in the context of plea bargaining involves numerous 
uncertainties. First, the parties must generate an estimate of the probability that the 
defendant will be convicted at trial. Then they must predict what punishment will be 
imposed if the defendant is convicted at trial, estimate all of the costs involved in litiga-
tion, including attorneys’ fees, time lost waiting in court, and the psychological stress 
of nonresolution. They must then calculate the estimated trial sentence by multiplying 
the expected trial sentence by the probability of conviction and discount that figure 
by the estimated process costs in order to arrive at an understanding of what a guilty 
plea is actually “worth.” They then must predict what punishment will be imposed if 
they enter a guilty plea. Finally, they must compare those two values in order to decide 
which course of action to select.
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Given the complexity of these tasks and the information deficits typical during the 
plea-bargaining process, boundedly rational defendants will satisfice rather than max-
imize. Probabilities of conviction depend on a wide assortment of factors that are hard 
to predict. In legal systems such as the United States, where discovery in criminal cases 
is restricted, defendants may not know what evidence the state has gathered, and even 
if they do gain knowledge of it, they still must anticipate how persuasive that evidence 
will be to a jury. If there are witnesses, they won’t know whether the witnesses will show 
up on the day of trial, or what they will say if they do, or whether the testimony given 
will be credible. They cannot know in advance who will be on the jury, and thus they 
cannot estimate how sympathetic the jury might be to their case. At the same time, 
where the sentencing system identifies a range of punishment rather than a specific 
sentence, they may have only a general notion of the sentence they will actually receive 
upon conviction. Sentencing indeterminacy is not necessarily diminished in plea bar-
gaining either because in many cases defendants are not offered a specific sentence in 
exchange for a guilty plea but instead a charge concession or a sentence recommenda-
tion, and therefore they often may have only a fuzzy notion of the likely consequences 
of entering a guilty plea, making any comparative assessment of plea bargaining as 
opposed to trial even more difficult.

In short, the plethora of variables, the absence of reliable information, and the diffi-
culty of making accurate predictions create substantial obstacles to careful, precise, and 
accurate decision-making in plea bargaining. It is not immediately obvious, however, 
how this uncertainty should impact plea bargaining. Uncertainty by itself could make 
plea bargaining either more or less likely depending on the parties’ respective risk tol-
erance. Persons who are risk-averse should view uncertainty as a “disutility” and thus 
be more likely to pursue a risk-minimization strategy, while persons who prefer risk 
should do the opposite. However, consideration of several additional well-documented 
cognitive biases working in combination with the high level of uncertainty inherent 
in criminal litigation creates a situation where boundedly rational defendants should 
disproportionately disfavor guilty pleas in favor of trials.

2.2 Overconfidence and Self-Serving Biases

Cognitive research demonstrates that when it comes to evaluating risk, people are con-
sistently overconfident (Babcock and Loewenstein 2000; p. 356;  chapter 13 by Williams 
in this volume). Most people believe that they are above-average drivers, healthier, 
smarter, and more ethical than other people, and that good things will happen to them 
more often and bad things less often than statistics predict. In addition, people typi-
cally evaluate information selectively, giving more attention and credence to infor-
mation that is consistent with their preexisting beliefs. This tendency is referred to 
as “confirmation,” “egocentric,” “optimism,” or “self-serving” bias, and has been well 
documented by researchers (Teichman 2011; Weinstein 1980; Glockner and Engel 2012 
[discussing how predefined roles, such as that of prosecutor or defendant, skew actors 
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behavior by creating biases in favor of one’s position]). Research indicates that this bias 
is not easily countered. People persist in their inaccurate beliefs even where they are 
expressly informed of the probabilities and educated about self-serving bias, and even 
when faced with incentives to change their views (see Babcock and Loewenstein 2000, 
p.  361 [describing results of experiment showing that informing participants about 
self-serving bias did not affect tendency to interpret ambiguous data in a self-serving 
way]).

The expected effect of these biases on plea bargaining seems predictable. 
Overconfident criminal defendants should consistently overestimate the probability 
that they will prevail at trial. Prosecutors and defendants might often look at the same 
evidence but have divergent views as to its persuasiveness to a judge or jury. As a result, 
the parties should disagree about many or all of the inputs to the plea-pricing for-
mula, including the probability of conviction, the trial sentence, and the plea sentence. 
Because self-serving bias makes it more difficult for the parties to reach a compromise 
that both sides perceive to be mutually beneficial, the predicted result is overlitiga-
tion of disputes, a prediction that appears to hold in the civil context (Rachlinski 2003, 
p. 1192).

2.3 Loss Aversion and Risk Aversion

Another well-documented cognitive phenomenon that is in tension with 
plea-bargaining is loss aversion. Loss aversion describes the tendency of actors to weigh 
losses more heavily than gains (Kahneman, Knetsch, and Thaler 1991, pp.  197–98; 
 chapter 11 by Zamir in this volume). Prospect theory further suggests that different 
attitudes toward risk in the domains of gains and losses bias actors toward particular 
types of gain-protecting and loss-shedding conduct. Specifically, prospect theory pre-
dicts that people will protect gains by shunning risk while simultaneously preferring 
risk where it promises a chance to avoid taking losses (Kahneman and Tversky 1979). 
Because a plea bargain is a trade of a certain loss (a conviction and punishment) for a 
chance of no loss (an acquittal) accompanied by a chance of a greater loss (a trial con-
viction and enhanced sentence), the behavioral economics research suggests that all 
else being equal, we should expect people to gamble on total exoneration at trial rather 
than accept a certain, though likely smaller, punishment by pleading guilty (Birke 
1999). It also supports a prediction that while defendants should seek out risk in order 
to avoid taking losses, prosecutors’ plea-bargaining conduct will be comparatively 
conservative, since their incentives are reversed.

The documented fact that people tend to be less averse to loss-avoiding than 
gain-maximizing risk is paralleled by the more general observation that people’s 
risk preferences differ. Rational choice theory assumes either indifference to risk or 
risk-aversion, but some people—gamblers and mountain climbers, for instance—affir-
matively seek out risk (at least within delimited spheres of their lives)—and preferences 
toward risk can vary for individuals depending on context. Because a trial represents 
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risk, the tendency of many people to avoid risk might lead them to avoid trials in favor 
of plea bargains. However, because risk aversion decreases where risky actions carry 
the potential of averting losses, the general tendency toward risk aversion might be 
outweighed by risk-seeking in the domain of losses in the context of resolving seri-
ous criminal charges. Moreover, since criminals as a class would seem to be more 
risk-seeking than the general population, criminal defendants’ might plausibly have 
particularly strong preferences for trials over plea bargains.

Loss aversion is likely related to another deep-seated cognitive characteristic:  the 
endowment effect (see generally  chapter 12 by Korobokin in this volume;  chapter 11 by 
Zamir in this volume; Jolls and Sunstein 2006, p. 205). Conventional economic theory 
assumes that individuals’ preferences are fixed and that the assignment of entitlements 
does not affect subjective valuations. Research has indicated that this assumption is 
unrealistic. The endowment effect describes the phenomena documented in several 
studies by which individuals consistently place a higher valuation on goods they pos-
sess than on those they do not.

Criminal defendants as a class likely possess fewer endowments than most, but the 
one asset the system provides is the right to a trial. That right is intuitively and widely 
understood. A defendant charged with a serious criminal offense should be expected 
to place a high valuation on the right, particularly once the prospect of a trial becomes 
tangible. This increase in valuation should necessarily increase the defendant’s sub-
jective valuation of the worth of his right to trial, increasing his general reluctance to 
relinquish it.

2.4 Overdiscounting

Related but distinct from risk preference is time preference, or discounting. Some 
discounting is plainly rational. Ceteris paribus, it is always marginally better to con-
sume a good now (or defer a bad until later) than to defer gratification until tomorrow 
(or suffer the bad consequence now), for the simple reason that tomorrow may never 
come. However, while some discounting is rational, significant discounting may not 
be. People who overdiscount by disproportionately valuing present utility over future 
utility make a cognitive error. Some are aware of this tendency, and others are not. 
A person who fails to perceive the time preference error is said to be “overdiscounting.” 
A person who understands the time preference error but cannot delay gratification, 
notwithstanding a desire to do so, is said to manifest “bounded willpower.” In both 
cases, actors’ choices do not maximize expected utility in the manner that rational 
choice theory predicts.

Just as there is evidence that predicts that criminals as a class are likely to be less 
risk-averse than others, research indicates that they are also more likely to overdiscount 
and to display bounded willpower (Jolls, Sunstein, and Thaler 1998, p. 1479). As a result, 
most persons charged with crimes should be expected to place a greater-than-average 
value on the short-term consequences of their actions and a smaller-than-average 
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value on risks that will manifest only in the long term. The emphasis on the near hori-
zon thus would seem to weigh in favor of trials that carry the promise of near-term 
freedom, rather than plea bargains that guarantee near-term punishment.

2.5 Fairness Bias

“Fairness” bias might also be expected to lead individuals to plea bargain in ways not 
predicted by rational choice theory. Research into perceptions of fairness demon-
strates a widespread willingness on the part of research subjects to forgo their ratio-
nal self-interest in response to perceived unfair treatment. That people regularly allow 
considerations of fairness to override utility maximization has been demonstrated 
in experiments involving the “ultimatum game,” in which player A is given a sum of 
money (say, $20), and must then divide that sum with player B. Player B has no control 
over the size of the shares, but can reject any proposed distribution, in which case nei-
ther party gets to keep the money. Straight rational choice theory suggests that Player 
A will propose a division giving him almost all of the $20 and Player B very little (say, 
$19 to $1, or even $19.99 to $0.01), and that Player B will accept that proposal, since, ex 
ante, that strategy maximizes both players expected utility. After all, Player A maxi-
mizes expected utility by keeping as much of the pot as possible, and even when offered 
a small share, Player B is still better off taking it than rejecting it. Studies of the ulti-
matum game in practice, however, indicate that low offers are consistently rejected 
despite the fact that doing so fails to maximize expected utility (Roth 1995, pp. 253, 258; 
Korobkin and Ulen 2000, pp. 1135–38). Although such conduct is not consistent with 
the assumption of simple expected utility maximization, it is explainable by reference 
to considerations of fairness. That is, in some situations, people will willingly sacrifice 
their own short-term utility to avoid being treated “unfairly,” or to punish the other 
party for acting unfairly. Non-utility-maximizing norms, such as fairness, thus con-
strain bargaining parties and the strategies that are rationally available to them.

Given widespread perceptions among defendants that the criminal justice system 
does not treat them fairly, the fairness bias might be expected to encourage some defen-
dants—especially, but not only, factually innocent ones—to reject a utility-enhancing 
plea offer when the outcome strikes them as unjust or if doing so appears to punish 
prosecutors who make unfair offers (Camerer and Thaler 1995). Indeed, some com-
mentators have found evidence that defendants who perceive themselves as innocent 
will often reject utility-enhancing plea offers, to their detriment, because of their inno-
cence. While some such defendants refusing to plead guilty win acquittals as a result 
of their refusal to plead guilty, others are convicted at trial and receive harsher trial 
sentences as a result (Gazal-Ayal and Tor 2011; Covey 2013).

Like self-serving bias, loss aversion, overdiscounting, and bounded willpower, 
fairness bias distorts outcomes predicted by expected utility maximization theory. 
Behavioral economics thus depicts a bargaining context dominated by converging vec-
tors almost all of which point away from negotiated settlements and in the direction of 
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adversarial dispute resolution. Although each of these phenomena by itself may only 
marginally impact plea-bargaining decisions, taken together, they create powerful 
incentives for defendants’ to reject guilty pleas.

Granted, there may be cognitive biases that operate in the contrary direction. 
Ambiguity-aversion might push some criminal defendants to prefer even a sure loss 
in the form of a plea bargain to an unknown loss at trial. Fairness bias might com-
pel some defendants to prefer a plea to a trial if they expected unfair treatment by the 
judge or jury.

In addition, prosecutors’ own preferences and cognitive biases may further work to 
counteract this collection of behavioral characteristics in encouraging guilty pleas. For 
example, prospect theory suggests that, just as criminal defendants might be especially 
reluctant to accept a plea deal that requires them to forfeit the chance for acquittal and 
take a certain loss, prosecutors should be more eager to protect the chance of a certain 
conviction—which represents a gain from the status quo—even if the cost is a more 
lenient sentence. Accordingly, we should expect to see fairly large sentencing discounts 
accompanying most plea deals, which, as will be discussed later in the chapter, we in 
fact do. Indeed, as the next section discusses, large sentence discounts are just one of 
numerous institutional features of the criminal justice process that are especially well 
designed to address whatever cognitive resistance to plea bargaining criminal defen-
dants experience.

3. Features of the Criminal Justice 
System That Overcome Cognitive 

Resistance to Plea Bargaining

Given the many well-documented cognitive tendencies that would seem to push crimi-
nal defendants to reject guilty pleas, one might reasonably expect that exercising the 
right to a jury trial would ostensibly be the preferred choice of criminal defendants. To 
summarize, a plea bargain asks overconfident, risk-preferring individuals to agree to 
suffer certain adverse consequences while abandoning trial rights with which they are 
endowed and which offer the only possible path to a loss-free outcome. In addition, the 
increased risk assumed by going to trial involves risk of added punishment that would 
not be consumed until some future date—perhaps one far off into the future. What is 
more, because most criminal defendants, at least in the United States, do not pay their 
own legal costs but instead receive state-compensated lawyers, one of the most signifi-
cant economic incentives to compromise litigation—monetary legal costs—frequently 
is omitted from the defendant’s calculus. It would seem, therefore, that plea bargains 
should be rare events. Obviously, they are not.

How, then, does the criminal justice system in the United States, and increasingly 
in other legal systems as well, manage to induce so many defendants to relinquish 
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their trial rights and accept guilty pleas in light of what would seem to be strong cog-
nitive biases against admitting guilt? The answer, in short, is by every means possible. 
All things being equal, cognitive biases may well impel defendants to opt for trial, but 
things are far from equal. Most criminal justice systems contain numerous levers to 
induce defendants to abandon their right to trial and to accept guilty pleas, and their 
evolution has tended, with few exceptions, to expand and strengthen these levers. The 
evolutionary tendency of criminal justice systems toward increasing plea bargaining, 
especially in the United States, has long been apparent and has been thoroughly docu-
mented by plea-bargaining scholars such as Albert Alschuler (1975, 1981) and George 
Fisher (1993). What has not been fully appreciated, however, is the way the various fea-
tures of the criminal justice system function as counterweights to the cognitive biases 
that would otherwise impede plea bargaining.

The next part of the chapter, which focuses on practices in the United States, describes 
several of these counterweights, starting with the most obvious and, undoubtedly, the 
most powerful: the simple fact that in the vast majority of cases, defendants who plead 
guilty get outcomes that are not only better than can be expected at trial, but better by 
orders of magnitude.

3.1 Overcoming Loss Aversion and Bounded Rationality: High 
Plea Discounts and Punitive Trial Penalties

There are several explanations for the puzzling persistence of extraordinarily high plea 
rates in light of the natural tendency of decision-makers to take risks to avoid certain 
losses. One explanation for why criminal defendants plead guilty in such great num-
bers is that criminal defendants are getting such “good deals”—that is, plea bargains 
in which the “utility value of the plea” is so much higher than that of trial—that even 
loss-averse defendants cannot say no (Zeisel 1980).

There is no definitive evidence establishing just how large the typical plea discount/
trial penalty in the United States really is. But what evidence is available suggests that 
it is very large indeed. State sentencing statistics for 2002 show the median sentence 
for all felony cases adjudicated by guilty pleas to be 36 months, and the median sen-
tence following jury trial conviction at 120 months, a 333 percent trial penalty. The 
mean statistics are similar: 52 months for guilty pleas, and 140 months for jury tri-
als, which equates to a 292 percent trial penalty (Bureau of Justice Statistics 2002, at 
table 4.5: Average felony sentence lengths in State courts, by the type of conviction, type 
of sentence imposed, and offense).

Of course, raw statistics comparing trial sentences to plea sentences might miss 
important factors that account for some of the disparity. Perhaps the cases that go to 
trial are consistently more serious than the cases that plead out. Perhaps the opposite 
is true; the raw statistics provide no answer to the question. A leading study of plea 
discount rates used regression analysis to isolate the impact of method of conviction 
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on severity of sentence. Drawing on a limited data pool, the study found consistent evi-
dence of a trial penalty ranging in size from roughly 13 percent to 461 percent, depend-
ing on state and offense of conviction (King et al. 2005, p. 992). Others have cited 
average state trial penalties of 300 percent, rising in some states to as high as 500 per-
cent (McCoy 2003, p. 23). Abundant anecdotal evidence indicates that even higher trial 
penalties are not uncommon, particularly in sentences disposing of first-time offend-
ers eligible for probation or other nonincarcerative dispositions. Substantial trial pen-
alties can be manufactured merely by credible application of the statutory sentencing 
range for an offense, which is often expansive. Where the judge participates in plea bar-
gaining, as is the practice in some jurisdictions, the credibility of the implied threat to 
impose a much stiffer sentence after conviction than offered before trial is undoubtedly 
substantial.

But large as they are, these figures generally fail to capture the actual trial penal-
ties at work because they only compare the disparity of outcomes applying to the same 
offense of conviction. That, however, is the wrong comparison. In most cases, by plead-
ing guilty a defendant not only bargains for the opportunity to receive a more lenient 
sentence for the offense of conviction, he also receives the opportunity to plead guilty 
to a less serious charge carrying a less onerous penalty. To calculate the actual plea dis-
count in any particular case, therefore, one must compare the sentence imposed on the 
lesser charge to which the defendant pleaded guilty with the sentence that would have 
been imposed after conviction on potentially higher charges at trial.

An accurate estimate of the operative trial penalty, therefore, depends not only on 
raw sentence differentials but also on the amount and type of charge dismissal and 
movement that accompanies typical plea bargains. Although it is quite difficult to 
estimate the typical additional discount resulting from such charge reductions, that 
additional discount need not itself be large to have large effects. A 50 percent discount 
resulting from a charge reduction, for example, would magnify the average 300 percent 
trial penalty to 600 percent (and the “high-end” penalties to 1000 percent or more). 
Fifty percent does not seem to be an unrealistic discount resulting from charge bar-
gaining. As a point of comparison, according to 2005 data compiled by the Virginia 
Sentencing Commission the difference in Virginia in average sentence for first-degree 
versus second-degree murder is about 50 percent.3 Although we lack comprehensive 
data on charge movement patterns, it is easy to see what is possible. In a typical case 
described by one New york defense attorney, the defendant faced burglary charges car-
rying a statutory maximum term of 30 years. By negotiating a plea to unlawful entry 
(a lesser included offense, essentially, burglary minus intent to commit a felony, that 
carried a maximum sentence of six months), the lawyer won (at least on paper) a sixty-
fold sentence discount (Kunen 1983, p. 95). Similarly, a typical plea bargain in a homi-
cide case might involve an agreement to plead guilty to a second-degree murder charge 

3 Virginia Criminal Sentencing Commission, 2005 Annual Report, pp. 47–48 and figs. 40–42, 
available at http://www.vcsc.virginia.gov/2005FULLAnnualReport.pdf (last visited February 1, 2013).

http://www.vcsc.virginia.gov/2005FULLAnnualReport.pdf
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in exchange for dismissal of a first-degree murder charge. The sentencing differential 
between first- and second-degree murder can easily approach or exceed 100 percent, 
as was true according to reported statistics in Virginia.4 A murder charge reduced to 
manslaughter represents an even greater reduction, one that in federal court averages 
approximately 650 percent.5 What data we do have, moreover, indicates that plea bar-
gains entailing these sorts of charge reductions are fairly routine (Wright and Engen 
2007).

Prosecutors possess a wide array of tools enabling them to reduce charges in ways 
likely to result in substantially enhanced plea discounts. Not only may prosecutors 
simply permit defendants to plead guilty to offenses carrying significantly reduced 
sentences, they may select charges tactically to expand the sentence differential when 
doing so provides desired bargaining leverage. Prosecutors may and do, for example, 
offer defendants with criminal histories an opportunity to avoid a career criminal 
“three strikes” sentence in exchange for a guilty plea. Empirical data demonstrates 
that prosecutors evade three-strikes laws by disproportionately charging lesser 
offenses against offenders who otherwise would be subject to three-strikes sentences. 
Prosecutors can also substitute a charge not subject to a mandatory minimum for 
one that is subject to such minimums, they can “stack” charges carrying mandatory 
minimums in order to threaten or impose dramatic increases in mandatory sentences 
after a trial conviction, or make available safety-valve provisions that waive statutory 
minimums to defendants who plead guilty. In states like California, the penal code 
gives prosecutors flexibility to charge some crimes either as felonies or misdemean-
ors (Ewing v. California, 538 U.S. 11 (2003)). Where a defendant commits a so-called 
wobbler offense, the difference between going to trial and pleading guilty might mean 
the difference between a felony theft conviction carrying substantial prison time and 
a misdemeanor theft conviction and probation. These tools only bolster other mecha-
nisms, such as cooperation provisions, that permit prosecutors directly to obtain dis-
counted sentences for defendants who plead guilty.

Sufficient data thus exist to suggest that plea discounts of a magnitude likely to over-
come significant cognitive biases are common, if not routine. Such large differentials 
go a long way toward explaining how prosecutors manage to induce more than 90 per-
cent of loss-averse criminal defendants to relinquish their trial rights and plead guilty.

These large plea discounts also help counteract other cognitive biases as well. 
Boundedly rational defendants may have substantial difficulty estimating whether 
the probability of conviction in their case is 50 percent or 90 percent, and thus might 
well be quite insensitive to marginal differences in plea offers. However, where defen-
dants are offered the opportunity to avoid a 600 percent trial penalty, even substantial 

4 See supra, Virginia Criminal Sentencing Commission, 2005 Annual Report.
5 See United States Sentencing Commission, Statistical Information Packet, Fiscal year 2006, 

table 7 (showing that national federal median sentence for manslaughter is 37 months, and for murder 
240 months).
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variances in estimated probabilities fail to undermine the rational inducement to plead 
guilty. Rationality may be bounded, but it is usually not inoperative. Large sentencing 
differentials dramatically reduce ambiguity by exaggerating the penal consequences 
of the choice to contest a criminal charge, and thus make it easier for even boundedly 
rational and loss-averse decision-makers to make a utility-enhancing decision to plead 
guilty.

In short, there is ample evidence to support the argument that criminal defen-
dants routinely receive extremely “good deals.” Although a variety of cognitive biases 
undoubtedly lead defendants to prefer trial over guilty pleas, sentencing differentials 
that make guilty pleas look not only better, but better by orders of magnitude go a long 
way toward helping to overcome them. Even strongly loss-averse defendants start to 
doubt the wisdom of holding out for trial in the face of these enormous differentials.

Still, “good deals” do not provide the whole explanation for the high plea rate. After 
all, such deals are not available in all cases, and defendants’ resistance to pleading 
guilty is not only a product of loss aversion and bounded rationality, but of a whole 
range of cognitive traits that work in concert to inhibit plea bargaining. An explana-
tion for the high plea rate thus requires consideration of several additional facets of the 
criminal justice system—especially as manifested in large urban jurisdictions—that 
further counter cognitive biases that might otherwise lead to insistence on trial.

3.2 Overcoming Self-Serving Bias through Minimization of 
Outcome Uncertainty

The rational actor’s choice to plead guilty turns not only on the assessment of the poten-
tial penalty upon conviction, but also on the likelihood of conviction at trial. Substantial 
uncertainty regarding the probability of conviction, like uncertainty regarding the 
consequences, may well encourage loss-averse defendants to gamble on trial. Moreover, 
behavioral economics predicts that as a result of self-serving bias, confirmation bias, 
and overconfidence, defendants will harbor unrealistically positive assessments both of 
their chances of acquittal and of the likelihood of a light sentence. This section reviews 
several features of modern criminal process that work to blunt those tendencies.

3.2.1 Minimizing Probability-of-Conviction Uncertainty
In the United States, access to discovery in criminal cases is far more constrained 
than it is in civil cases. Indeed, the US Supreme Court has flatly stated that “the 
Constitution does not require the prosecutor to share all useful information with the 
defendant.”6 As a result, parties in criminal cases have less information about the evi-
dence that will come out at trial than parties in civil cases. This information deficit 

6 See United States v. Ruiz, 536 U.S. 622, 629 (2002); see also Weatherford v. Bursey, 429 U.S. 545, 559 
(1977) (“There is no general constitutional right to discovery in a criminal case”).
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impedes plea bargaining by making it more difficult to predict trial outcomes. Limited 
discovery in criminal trials is a long-standing feature of criminal law that reflects and 
responds to the fundamental asymmetries of criminal litigation. Whereas in civil 
litigation, both parties have broad and equal access to all relevant information in the 
possession, custody, or control of the other party, the constitutional privilege against 
self-incrimination restricts state access to the most relevant information in criminal 
cases—the defendant’s own testimony—even while the “beyond a reasonable doubt” 
standard places a heightened burden of proof on the state to secure and present relevant 
evidence. The limited prosecutorial obligation to share evidence with the defendant 
helps to level the playing field. In addition, many jurisdictions utilize reciprocal discov-
ery rules that take advantage of the state’s limited production obligations to enhance its 
ability to induce defendants to turn over information while maintaining equilibrium 
between the two sides (Bibas 2004, p. 2494).

This, however, gives rise to a puzzle. Notwithstanding that discovery rights in crimi-
nal litigation are limited, many prosecutors voluntarily maintain “open-file” discov-
ery policies that allow defense attorneys ready access to the information and evidence 
in the prosecutor’s file even though the law does not require it (Prosser 2006, p. 593). 
Given limited formal discovery requirements in criminal cases in most jurisdictions, 
open-file discovery practices seem inconsistent with the logic of an adversarial system. 
So how can this apparent anomaly be explained?

Although the reasons many prosecutors support liberal informal discovery rules 
are undoubtedly complex (Heumann 1978), one explanation is that such policies com-
bat defendants’ cognitive resistance to pleading guilty. By opening up the evidentiary 
files early in the criminal process, prosecutors can vividly demonstrate the strength of 
their cases to defendants. Increasing the defendant’s understanding of the evidence, 
and thus the accuracy of her estimate of the probability of conviction, facilitates plea 
bargaining by reducing the area of potential disagreement between the parties as to 
case values.

Informal discovery mechanisms are likely better at combating antiplea bias than 
formal discovery regimes. Although access to greater information allows defen-
dants to make better estimates about trial outcomes, the effects of confirmation and 
self-serving bias might well limit the persuasive effect of enhanced discovery were it 
provided equally in all cases. Selection biases of defendants can be combated through 
exercise of control over the information that is shared. Informal discovery practices 
permit prosecutors greater discretion to choose which cases they will grant defendants 
liberal discovery, and to selectively withhold information in other cases simply by 
“neglecting” to put it into the file. Since prosecutors do not have to respond to formal 
motions, they risk little by such selective omission. Because the information that will 
be provided through open-file practices will usually be limited to inculpatory informa-
tion that bolsters the strength of the prosecutor’s case, open-file policies almost cer-
tainly encourage plea bargaining by undermining defendants’ tendencies to ignore or 
discount information that conflicts with their preconceived views. In short, informal 
liberal discovery policies permit prosecutors to fully disclose where the evidence is 
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strong, and the discretion to withhold disclosure in weak cases where the discovery is 
most likely to confirm a defendant’s belief that he can prevail at trial.

The cognitive impact of open-file discovery policies is further magnified in jurisdic-
tions in which prosecutors not only open their files to defense lawyers, but also on occa-
sion make “reverse proffers,” that is, presentations of the evidence as the state would 
use it directly to the defendant to convince him of the strength of the case. Although 
reverse proffers require an added commitment of prosecutorial resources, they are an 
especially effective debiasing technique that facilitates a defendant’s ability to over-
come her tendency towards overoptimism and see the case from the prosecutor’s, or 
the jury’s, perspective.

Of course, even with perfect access to the file, calculating probabilities of convic-
tion remains an imprecise science. No one can say for certain what will happen in any 
particular case should it go before a jury—the vagaries of the system are too great even 
for experienced prosecutors and defense lawyers to anticipate. This ambiguity should 
therefore lead overconfident defendants to systematically overestimate their chances 
at trial and to reject plea bargains even when the probabilities seem skewed heavily 
toward conviction. Open-file discovery policies and the strategic use of reverse proffers 
both help to reduce ambiguity, shift the defendant’s perspective, and therefore facilitate 
plea bargaining.

A second feature of discovery law in the United States further enhances the poten-
tial of liberal informal discovery policies to facilitate guilty pleas. While most prosecu-
tors willingly permit defendants access to the inculpatory evidence in the file precisely 
because such access facilitates guilty pleas, open access to exculpatory evidence is much 
more problematic. Although Brady v. Maryland, 373 U.S. 83 (1963), purports to require 
prosecutors to turn over exculpatory evidence to criminal defendants, Brady has been 
consistently construed in ways that minimize its adverse impact on plea bargaining. 
Of the many ways Brady has been limited, two stand out. First, the timing require-
ments imposed by Brady have been construed in some jurisdictions to obviate any 
need to produce exculpatory evidence prior to entry of a guilty plea.7 As a result, many 
defendants will have a fresh and vivid understanding of the inculpatory evidence after 
having reviewed it, or heard the prosecutor present it, during plea negotiations, but no 
awareness of material exculpatory evidence that might be available to counterbalance 
the incriminating evidence. As such, the likelihood of conviction may appear greater 
to the defendant than is actually warranted. Second, Brady’s “materiality” require-
ment necessarily means that marginally relevant exculpatory evidence will often not 
be turned over to defendants, even while similarly marginal inculpatory evidence is 
turned over.8 Thus, current discovery rules enhance the prosecutor’s ability to demon-
strate the strength of her case and hide its weaknesses and thereby make it easier to sell 
plea bargains to reluctant buyers.

7 See U.S. v. Conroy, 567 F.3d 174 (5th Cir. 2009).
8 See United States v. Bagley, 473 U.S. 667, 682–83 (1985) (holding that Brady obligations only apply 

if the failure to disclose exculpatory evidence passes materiality threshold).
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3.2.2 Minimizing Sentencing Ambiguity

Ambiguity, of course, attends both the guilt and sentencing phases of a criminal trial. 
Just as relatively liberal discovery policies reduce guilt-phase ambiguity, the two most 
prominent developments in criminal sentencing practice—the spread of sentencing 
guidelines and the enactment of mandatory minimum sentences—have had similar 
ambiguity-reducing effects on sentencing outcomes. Defendants may not know how 
likely it is that they will be convicted at trial, but it is relatively easy for defense law-
yers to precisely demonstrate the limited range of sentence that will accompany a con-
viction by referencing applicable guidelines or statutory minimums (Standen 1993). 
Guidelines systems and mandatory minimums counteract the tendency of defendants 
to believe that, if convicted, they will (or at least might) receive relatively light sen-
tences. With guideline sentencing tables and mandatory minimum sentencing statutes 
in hand, lawyers can more easily demonstrate to their clients the harsh consequences of 
a guilty verdict at trial, and therefore convince them more easily of the relative advan-
tages of accepting a plea bargain.

It is almost certainly not coincidental that the modern trend toward increasingly 
determinate sentencing schemes has paralleled the increase in guilty-plea rates (Fisher 
1993). Indeed, historically, plea bargaining did not become the dominant mode of crimi-
nal adjudication until judicial discretion was checked through the rise of determinate 
sentencing, since the more uncertainty there is about punishment, the more difficult it is 
to accurately “price” a guilty plea. Modern sentencing guidelines and mandatory mini-
mums further reduce sentencing ambiguity and thereby further facilitate guilty pleas.

Guidelines and mandatory minimum sentences also help adjust the defendant’s 
cognitive anchoring in ways that make plea-bargained outcomes look more desirable. 
Cognitive research on “anchoring” has demonstrated that, contrary to assumptions 
used in rational choice theory, decision-making does not solely turn on an evaluation 
of absolute values. Rather, decisions in the context of uncertainty are influenced by 
perceptions of whether an outcome represents a gain or loss measured by a perceived 
baseline or anchor. Because people make estimates by starting at an initial “anchor” 
position and adjusting it upwards or downwards, final estimates are heavily, and arbi-
trarily, affected by the initial anchor. Low anchors will lead to low estimates, and high 
anchors to high estimates.

Sentencing guidelines and mandatory minimums perform an effective anchoring 
function by plainly establishing high expected punishment ranges upon conviction. 
The threat of their application can make even onerous negotiated sentences look like 
gains in light of the even harsher alternatives that will necessarily apply after a trial con-
viction. Research on prosecutorial charging practices suggests that prosecutors in fact 
are more likely to charge a lesser offense against offenders who plead guilty and who 
would otherwise be subject to a three-strike sentence (Bjerk 2005, p. 593). Sentencing 
guidelines and mandatory minimums thus allow bargained-for discounts to be pre-
sented and perceived as gains from the guidelines baseline rather than as losses from 
the status quo. This conclusion is consistent with recent studies indicating that often 
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expectations—rather than the status quo—constitute the pertinent reference point in 
judging changes as gains or losses (Zamir 2012, p. 837).

3.3 Overcoming Loss Aversion and the Endowment Effect 
through Framing: Pretrial Detention and High Process Costs

Loss aversion suggests that defendants will be strongly disinclined to plead guilty. 
A defendant’s aversion to suffering a certain loss by pleading guilty, however, can be 
countered by framing the guilty plea as a gain rather than a loss. Although people tend 
to take risks to avoid losses, they are much more risk-averse when it comes to seeking 
gains. Although pleading guilty looks like a certain loss when the defendant is free at 
the time the plea is entered and in shackles the moment after, the perception of loss 
flowing from a guilty plea diminishes when the defendant is already behind bars.

Substantial numbers of felony defendants are detained prior to trial. Indeed, in 
state courts on average approximately one-third of all felony defendants are detained 
pretrial, and in many jurisdictions, two-thirds or more of felony arrestees typically 
can’t make bail or are not given the option. In federal courts, approximately 72 per-
cent of all felony defendants are detained until the completion of trial proceedings 
(Sourcebook of Criminal Justice Statistics 2003, pp. 414–15). Most defendants thus 
make the decision to plead guilty from behind bars rather than while “on the street.” 
The psychological effect of pretrial detention should not be underestimated. Indeed, 
as one experienced public defender noted, a defendant who wins pretrial release may, 
ironically, make worse plea-bargaining choices, because it is much more difficult for 
defendants who are not detained pretrial to “step in”—that is, to go from being free 
to being an inmate—by accepting a favorable plea bargain than for a defendant who 
is already locked up to accept the same plea bargain. Where the expected sentence 
following a guilty plea is time served, and the cost of holding out for a trial is contin-
ued detention, the perception that a guilty plea is a gain and trial a loss is virtually 
overwhelming.

In the United States, most criminal defendants do not pay out of pocket for their legal 
representation. Approximately 80 percent of criminal defendants are indigent and thus 
receive publicly financed legal counsel. This does not mean that indigent defendants do 
not pay for process—they simply pay in a different currency. Pretrial detention is just 
the most onerous process cost among the many burdensome process costs imposed on 
criminal defendants. As numerous firsthand accounts of the criminal justice system 
attest, even if a defendant manages to make bail or is released on his own recognizance 
before trial, the costs of contesting a criminal charge can be astounding. Tedious lines 
to get through security, strict limitations on what can be brought into the courtroom, 
interminable waiting for cases to be called, and seemingly endless continuances (that 
require working defendants and accompanying family members to burn up vacation 
and sick days, require childcare arrangements to be made and paid for, etc.) can make 
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criminal cases seem to drag on indefinitely. All of these process costs conspire to dis-
suade defendants from exercising their right to a trial.

These high process costs explain why almost every misdemeanor defendant, in the 
end, resolves his case with a guilty plea. Where “the process is the punishment” (Feeley 
1979), minimizing process is the best way to minimize punishment. Pleading guilty is 
almost always the best route to truncating the process.

Even defendants who are incarcerated before trial must pay additional process costs 
to contest a criminal case. Although one might assume that a jailed defendant would 
have little to lose in terms of “frictional costs” by contesting a case—after all, the oppor-
tunity cost seems small at first glance—in fact even routine court appearances are often 
onerous for the incarcerated defendant. In many urban systems, defendants are sub-
jected to drug-sniffing dogs that bite, strip searches, and numerous other indignities 
and rough treatment while waiting to appear in court. Pretrial detention coupled with 
the unrelenting misery endemic to most urban criminal court appearances serve an 
obvious functional purpose. By making the exercise of legal rights tangibly and imme-
diately painful, high process costs reframe the decision to plead guilty.

A plea bargain presents an opportunity to cut short pretrial detention and/or to 
end an interminable and costly legal process, and thus what might at first look like a 
loss-aversion triggering event is transformed into an opportunity for a gain. Similarly, 
although the endowment effect suggests that a defendant charged with a crime should 
initially place a high value on his right to a jury trial, pretrial detention and an oner-
ous legal process– by default or by design—undermines that assessment by turning 
the right to trial into a costly liability rather than an asset. So reframed, the cognitive 
effects of loss aversion and the endowment effect help reinforce the decision to plead 
guilty.

3.4 Correcting Overdiscounting: Lawyers’ Roles in Facilitating 
Guilty Pleas

A discussion of behavioral economics and plea bargaining would not be complete with-
out consideration of the critical role played by defense lawyers in the plea-bargaining 
system. Defense lawyers provide defendants with more accurate estimates of the 
strength of the prosecutor’s case, the likely consequences of conviction, and of the 
“going rates” in the jurisdiction for plea bargains. Defense lawyers thus provide the 
most important tool necessary to permit the defendant to make a rational decision 
about whether to accept a plea bargain: an assessment of the value of the defendant’s 
trial rights. Indeed, the depiction of plea bargaining as a rational market between play-
ers making informed economic choices would be entirely implausible without the 
assumption of the defense bar’s role in guiding defendants to make reasonably rational 
decisions.
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Defense lawyers may have an equally important role to play in combating the cog-
nitive biases of their clients. By using a variety of persuasive techniques such as help-
ing the defendant to visualize the manner in which the evidence will be used in court, 
defense lawyers can help to “debias” defendants and minimize cognitive errors such as 
overconfidence and egocentricity. For instance, one of the most important functions 
a defense lawyer performs is to correct their clients’ tendency to overdiscount. Some 
defendants discount the future at irrationally high rates, leading them to make deci-
sions that they soon come to regret. As already discussed in this chapter, the decision 
to roll the dice against the odds and stand trial in the hope of winning an acquittal 
is in some cases the product of discounting error or bounded willpower. Even defen-
dants who correctly understand the relative benefits of pleading guilty might none-
theless place too heavy an emphasis on their present well-being at the expense of their 
future well-being, while others might lack the willpower to make the utility-enhancing 
choice that they know will better enhance their expected long-term utility. Effective 
lawyering therefore frequently means changing the discounting preferences or bolster-
ing the bounded willpower of defendants. Selling guilty pleas to clients, in other words, 
is one of a defense lawyer’s most important jobs. Setting aside the structural defects 
that plague indigent defense systems—gross underfunding and client-agent conflicts 
of interest to name only two (Vick 1995; Alschuler 1975)—defense lawyers contribute 
to the high rate of plea bargaining by correcting their clients’ discounting errors and 
other cognitive biases. Because of the well-documented underfinancing of the crimi-
nal defense bar, overworked and underpaid lawyers frequently have little time or incli-
nation, and virtually no incentive, to do much else.

4 Conclusion

Pleading guilty to a serious criminal offense is an intuitively unappealing choice that 
most people can be expected to strongly resist. This intuition is supported by insights 
gained from behavioral economics research. Just as behavioral economics casts critical 
light on conventional economic models of plea bargaining that assume plea bargains 
represent the rational product of predictable market forces, it also provides a func-
tional explanation for many of the most important recent developments in criminal 
law, as well as some of the most unattractive features of typical urban criminal justice 
systems. The need to overcome criminal defendants’ cognitive resistance to pleading 
guilty helps explain not only why determinate sentencing and mandatory minimums 
have proved so popular among courts, prosecutors, and politicians, it also explains 
the prevalence of pretrial detention, the harsh rigors of courthouse routines, the long 
lines, endless waits, and strict conduct rules in misdemeanor courts, and the gener-
ous grants of continuances to criminal litigants. While many of the most important 
developments in modern criminal law, especially in the United States—the inflation 
of sentences, the expansion of prison populations, the advent of sentencing guideline 
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regimes, and the widespread adoption of mandatory minimum and career criminal 
sentencing provisions—undoubtedly are the product of a complex of political, cultural, 
historical, and administrative causes, the uniformity with which they contribute to the 
cause of inducing guilty pleas by overcoming the cognitive resistance of defendants 
cannot be overlooked. Further research is needed, however, to better understand how 
plea-bargaining decisions are affected by the wide array of discoveries made by cogni-
tive researchers, and how the interplay of these various influences on rational decision-
making affects the integrity and fairness of outcomes.

By viewing the criminal justice system as an integrated plea-bargaining machine 
that functionally works to overcome the cognitive resistance of criminal defendants to 
plead guilty, we gain important perspective on the system’s components. This perspec-
tive strongly suggests that isolated reforms of various criminal justice processes are 
not likely to succeed, at least not if their goal is to improve defendant decision-making 
or systemic sorting accuracy. Rather, what is needed is system-wide transformation. 
Recognition of the “cognitive design” of the criminal justice system should cause us 
to question some of the most fundamental notions regarding the function of courts 
and of legal process in the administration of punishment. Meaningful reform of the 
criminal justice system is unlikely to occur absent an abandonment, or at least a reduc-
tion, of the drive to increase systemic leverage to obtain guilty pleas while minimizing 
process costs. Indeed, the very notion of maximizing “efficiency” in the prosecution of 
crime might need to be reevaluated—a project that takes us well beyond the domain of 
both rational choice theory and behavioral economics.
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CHAPTER 26

J U DICI A L DECISION-M A K I NG
A Behavioral Perspective

DORON TEICHMAN AND EyAL ZAMIR

1 Introduction

Drawing on psychological insights to explain judicial decision-making goes back 
more than eighty years (Frank 1930). However, most of the progress in the application 
of insights and methodologies of judgment-and-decision-making research to judicial 
decision-making has been made in the past two decades. This chapter focuses on these 
recent studies.

The judicial system and the behavioral sciences interface at manifold points. It is 
thus useful to begin our review by differentiating the behavioral perspective from other 
bodies of research. To begin with, behavioral analysis of judicial decision-making 
should be distinguished from forensic psychology, that is, the contribution of psychol-
ogists to the operation of the court system through the provision of expert testimonies 
in legal proceedings (see generally Cutler and Kovera 2011). Judicial decision-making is 
also to be distinguished from judges’ verbal and nonverbal communicative behavior in 
court (Blanck et al. 1990).

Behavioral analysis of judicial decision-making should likewise be differentiated 
from the empirical study of the relationships between judges’ decisions, their ideologi-
cal inclinations, and law as a system of norms and an institution. This latter body of 
research, connected in part to rational choice theory, is primarily the province of polit-
ical scientists. It focuses on higher court decisions regarding public and constitutional 
issues. The following quote nicely summarizes the different theories:

What are the considerations that drive justices? The answer depends on who you 
ask, and when. Legal model researchers would reply that justices’ considerations 
are rooted in the law, and that the law is essentially comprised of its plain mean-
ing, the lawmaker’s intent, and precedent. Attitudinal model researchers would 
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answer that the law camouflages the true main consideration: the judge’s attitude 
vis-à-vis the facts of the case. A rational choice model supporter would agree with 
the attitudinalists, yet add strategic considerations related to the odds of the judge’s 
opinions being accepted and ultimately realized. A  neo-institutionalist would 
also claim that judges’ own attitudes are a main consideration. Such a researcher 
would also agree that strategic considerations, which often stem from various 
institutional arrangements and norms, influence judges’ decisions. yet in the 
eyes of the neo-institutionalist, institutional variables also have their own influ-
ence on court decision making. A main institutional variable is “the law,” which is 
defined as a dynamic mindset instead of a formal definition as per the legal model. 
(Weinshall-Margel 2011, p. 569, emphases added)1

Notwithstanding their disparities, these camps share some basic assumptions, 
including the belief that judges’ decisions are driven only by their goals, the primary 
goal being to make good legal policy (whatever role “the law” plays in forming such 
a policy). These theories hardly take into account insights from cognitive and social 
psychology that cast doubt on these assumptions (Baum 2010; Martinek 2010). 
Furthermore, they are less relevant to the great majority of run-of-the-mill judi-
cial decisions made by lower courts. Surveying this literature would thus exceed the 
boundaries of the present chapter.

Since judges are generally insulated from market incentives and since their deci-
sions in particular cases do not directly affect their own well-being, standard economic 
analysis—which assumes that people are rational maximizers of their own utility—is 
not very helpful in explaining judicial behavior. In an attempt to meet this challenge, 
Richard Posner (1993) suggested drawing an analogy between judges’ decisions and 
those made by managers of nonprofit enterprises (whose income does not depend on 
the profits of their enterprise), people who vote in political elections (despite the infini-
tesimal probability that their vote would affect election outcomes), and theater spec-
tators (who identify with the characters and form an opinion on their entitlements). 
Contrary to the attitudinal and rational choice models, Posner portrays judges as 
driven by a multitude of motives going beyond making good legal policy, including a 
preference for expending less effort, yearnings for prestige and popularity, aversion to 
being reversed by higher courts, and the desire to move the docket (see also Epstein, 
Landes, and Posner 2013; Choi, Gulati, and Posner 2012).

Though important and insightful, Posner’s more complex depiction of judicial deci-
sion-making still disregards the behavioral perspective. It does not overcome the basic 
difficulty facing economic analysis, as it largely assumes that judges derive utility from 
“playing by the rules” of judicial decision-making, advancing the public interest, and 
so forth. While this analysis may explain why judges do not decide randomly, or why 

1 On the attitudinal model, see also Segal and Spaeth (1993, 2002); on strategic models: Epstein and 
Knight (1998); and on neo-institutionalism: Clayton and Gillman 1999; Richards and Kritzer 2002; 
Bailey and Maltzman 2011.
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they exert effort in the absence of direct monetary incentives, it sheds little light on how 
judges make decisions (see also Siegel 1999).

Hence, unlike other spheres, in which behavioral law and economics has largely 
evolved as a reaction to standard economic analysis, in the absence of established eco-
nomic analysis of judicial decision-making, the behavioral studies in this sphere do 
not relate to the economic perspective. In conformity with the general spirit of this 
volume, we nevertheless focus on those aspects of the behavioral research that are 
more closely connected to the main themes of behavioral law and economics. It would 
therefore be useful to describe the contribution of the behavioral studies of judicial 
decision-making by referring to the three primary contrasts between the economic and 
the behavioral perspectives described in the opening chapters of this volume. These are 
deviations from the assumption of cognitive rationality (the heuristics and biases lit-
erature), departures from the assumption of motivational rationality (other-regarding 
preferences), and divergences from consequentialist morality (see  chapter 1 by Baron, 
 chapter 2 by Gächter, and  chapter 3 by Baron in this volume, respectively).

Most behavioral studies of judicial decision-making belong to the heuristics and 
biases school of research. Hence, these studies constitute the lion’s share of this chapter. 
The chapter also discusses the contributions of social psychology to understanding of 
decision-making in small groups, such as juries. Since almost no one argues that judges 
and juries make their decisions with a view to directly maximizing their own utility, 
the behavioral studies of human motivation are less relevant here. Finally, legal deci-
sion-making inevitably involves normative deliberation. In this respect, psychologi-
cal studies of people’s normative convictions or “moral heuristics” are important for 
understanding judicial decisions. However, since these issues are discussed elsewhere 
in this volume ( chapter 11 by Zamir), they are not discussed here.

To keep the discussion manageable, we exclude a systematic analysis of the vast lit-
erature on jury instructions (see, e.g., Eisenberg and Wells 1993; Lieberman and Sales 
1997; Vidmar and Hans 2007, pp. 158–68, 175–76, 236–40, 260–62). For the same rea-
son, we only describe some of the contribution of behavioral studies to the large body 
of literature on the interactions between race and judicial decision-making (see, e.g., 
Mustard 2001; Mitchell et al. 2005).

A final note regarding the scope of this chapter is pertinent. To fully understand 
judges’ and juries’ decision-making, one must pay heed to the psychology of other key 
figures in the adjudication process: litigants, attorneys, and witnesses. However, delv-
ing into these issues would dramatically expand the scope of this chapter; we therefore 
exclude them as well. For an overview of behavioral analyses of litigation and settle-
ment, see  chapter 24 by Robbennolt in this volume; for a recent synopsis of the litera-
ture on eyewitness identification see Brewer and Wells (2011); and for a critical review 
of the behavioral analysis of evidence law, see  chapter 27 by Vars in this volume.

This chapter thus dwells on studies highlighting the susceptibility of judicial 
decision-makers to the various heuristics and biases identified by cognitive psychol-
ogy. The chapter is structured as follows. Section 2 presents general theories of the 
cognitive process of judicial decision-making. Sections 3 through 7 describe a series 
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of well-known cognitive phenomena and their reflection in judicial decision-making. 
These include the compromise and contrast effects, the effect of legally irrelevant infor-
mation, the hindsight bias, the omission bias and related phenomena, and the role of 
anchoring in converting qualitative into quantitative judgments. Section 8 then exam-
ines fact-finders’ reluctance to impose liability based on certain types of evidence. 
Section 9 describes the contribution of behavioral studies to better understanding 
judicial prejudice. Section 10 describes experimental studies of quintessentially judi-
cial decisions: the application of legal norms to facts, and specifically the effect of the 
choice between rules and standards on the predictability of judgments. Sections 11 and 
12 provide an overview of two fundamental questions in the behavioral analysis of 
judicial decision-making, discussed throughout this chapter: group decision-making 
and judges’ versus laypersons’ decision-making. Section 13 offers a general assessment 
of the behavioral research of judicial decision-making.

2 The Story Model and 
Coherence-Based Reasoning

Before turning to reflect on specific heuristics and biases in judicial decisions, this sec-
tion briefly presents some general theories of the cognitive mechanisms through which 
judicial decision-makers process complex information and reach their decisions. These 
theories set the framework for understanding cognitive phenomena such as priming in 
adjudication, disinclination to base liability on statistical evidence, and differentiating 
between quantitative and qualitative judicial decisions.

Primary contributions to this body of research include the work of Nancy 
Pennington and Reid Hastie on the story model (see Pennington and Hastie 1991), and 
the studies of Keith Holyoak, Stephen Read, and Dan Simon on constraint satisfaction 
and coherence-based reasoning (see Simon 1998, 2004). While the story model focuses 
on fact-finding, studies of coherence-based reasoning refer to decisions on legal issues 
as well. The latter studies rest on connectionist models of mental representations (for 
an overview see Simon 2004; Robbennolt, Darley, and MacCoun 2003; Read and 
Simon 2012).

The story model contests previous theories of fact-finding, such as Bayesian prob-
ability theory, algebraic models that attribute differential weights to pieces of evidence, 
and stochastic process models (Hastie 1993). Based on interviews and experimental 
studies (Pennington and Hastie 1986, 1988, 1992), the story model appears to better 
describe the actual psychological process of fact-finding in adjudication. According 
to the story model, story construction—the creation of a narrative that explains the 
diverse items of evidence that have been deemed reliable and relevant—is the core cog-
nitive process determining the facts in adjudication relevant. Interviews and experi-
ments have indicated that the mental representation of the evidence is not structured 
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according to factors such as the order of its presentation in court, the pertinent legal 
issues, or whether the evidence supports or undermines the plaintiff’s version of the 
events. Rather, fact-finders structure the evidence to create a story. The story is con-
structed from three types of knowledge:  the evidence presented at trial, knowledge 
about events similar to the one in dispute, and general notions of what constitutes a 
complete story. Story constructing is an active process, resulting in one or more inter-
pretations of the evidence. When faced with different interpretations, fact-finders 
adopt the one that best explains the evidence, that is, the story that is most coherent and 
provides broadest coverage of the evidence. Coherence requires that the story contains 
no internal contradictions or missing elements, and that it conforms to fact-finders’ 
beliefs about the physical world and people’s motivations and behavior.

Complex stories often comprise several episodes. They include motivations, actions, 
and consequences, connected by physical and intentional causality. Some of the 
events—or their elements—may not be supported by any direct evidence and require 
the drawing of inferences (Pennington and Hastie 1991). Hence, the same set of evi-
dence often gives rise to more than one story, with different fact-finders finding dif-
ferent stories more or less compelling. Pennington and Hastie (1988, 1991, 1992) found 
that the more complete and coherent a story is, and the more it covers the available 
evidence, the more confident are the fact-finders about its accuracy. Fact-finders’ confi-
dence about a story’s veracity is further enhanced by its uniqueness, that is, by the lack 
of plausible alternative stories that could account for the evidence.

Pennington and Hastie (1988) also found that when the evidence supporting a pos-
sible conclusion was presented in a chronological and causal story order, while the evi-
dence supporting rival conclusion presented in a nonstory order (e.g., according to the 
order of the testimonies), subjects tended to adopt the former conclusion. Even more 
intriguingly, when, following hearing of the evidence, subjects were presented with 
sentences allegedly describing the evidence, including lure sentences referring to facts 
that had not been included in the evidence, they were almost twice as likely to recog-
nize lure sentences supporting their adopted story as they were to recognize lure sen-
tences supporting the alternative one (Pennington and Hastie 1988). Fact-finders thus 
use different techniques to fill in gaps and strengthen their story.

The idea that fact-finding involves a choice between possible narratives is supported 
by an experimental study showing that evidence judged as only weakly supporting one 
side’s version increased fact-finders’ confidence in the truthfulness of the opposite ver-
sion (McKenzie, Lee, and Chen 2002).

According to the story model and coherence-based theories, while the chosen 
story and legal conclusions may change during the trial and even following the jury 
instructions, the coherent story and its legal implications are not a post hoc justifica-
tion of the decision. They are created during the trial and the decision-making pro-
cess (Pennington and Hastie 1991; Holyoak and Simon 1999; Simon et al. 2001). This 
observation is closely connected to a central tenet of coherence-based theories of 
judicial decision-making, namely that the decision process is bidirectional (Holyoak 
and Simon 1999). The strength of evidence and arguments not only determines which 
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story the decision-maker will adopt and what decision she will make. The adopted 
story and decision concomitantly determine the assessed relevance, reliability, and 
importance of different pieces of evidence as well as the power of competing legal argu-
ments. Subjects tend to attribute greater weight to evidence items and legal arguments 
that support their decision, and lesser weight to evidence and arguments opposing it 
(Pennington and Hastie 1988; Holyoak and Simon 1999; Simon, Snow, and Read 2004). 
As a corollary, a specific piece of evidence, or argument, can indirectly influence the 
assessed reliability or persuasiveness of other pieces of evidence and legal arguments, 
even absent any plausible relationship between the two.

Even if the evidence and legal arguments are initially confusing and incoherent, this 
bidirectional process tends to yield a conclusion that decision-makers sincerely believe 
to be clear and conclusive. Decision-makers are typically unaware of this coherence 
shift as they do not accurately recall their original assessment of the evidence and the 
legal argumentation (Holyoak and Simon 1999; Simon 2004). Thus, when Simon, Snow, 
and Read (2004) presented their subjects with a new piece of evidence that was suf-
ficiently powerful to cause some of them to switch their initial verdict, the final verdict 
was accompanied by a corresponding (second) coherence shift; and switchers were no 
less confident in their final verdict than were those who did not switch.

The story model and coherence-based theories of judicial decision-making argu-
ably have normative implications. Simon (2004), for instance, argued that to enhance 
the accuracy of juries’ fact-finding, instructions about substantive law should be given 
prior to hearing the evidence, because subsequent instructions are unlikely to alter a 
coherent story formed on the basis of inaccurate assumptions about the law. Another 
possible implication pertains to the admissibility of prejudicial evidence. Given that 
a sufficiently strong piece of evidence can affect the entire mental model of the case 
by indirectly influencing other variables, the admission of prejudicial evidence may 
be more detrimental than assumed, for example, by a Bayesian theory of fact-finding, 
because it affects the assessed reliability and relevance of pieces of evidence regarding 
substantively unrelated issues (Simon 2004).

After this introduction to general theories of judicial decision-making, we turn to a 
discussion of specific cognitive phenomena.

3 Compromise and Contrast Effects

Rational choice theory assumes that the relative ranking of two options is 
context-independent. That is, the ranking of two options should not be influenced 
by the sheer availability of additional options. To illustrate, a customer in a restau-
rant should not change her ranking of the steak and chicken options simply because 
a fish platter is added to the menu. And yet empirical findings from the area of con-
sumer choice have demonstrated that decisions are often context-dependent. Adding 
an additional, even irrelevant, option to the mix can in fact alter people’s decisions. 
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Researchers have identified two primary mechanisms of context dependence: the com-
promise effect and the contrast effect.

The compromise effect alludes to people’s tendency to choose intermediate rather 
than extreme options. For example, when consumers were asked to choose between 
a medium-priced and a low-priced camera, each type was chosen by 50% of the 
participants. However, when asked to choose between those two cameras and an 
additional high-end camera, 72% chose the medium option (Simonson and Tversky 
1992). Kelman and his colleagues (1996) demonstrated that the compromise effect 
can influence judicial decisions. Their experiment focused on conviction decisions 
with respect to different types of homicide offenses: manslaughter, murder, and 
murder with aggravating circumstances. The results showed that much like in the 
case of cameras, the introduction of an additional more-severe offense pulled fact-
finders towards the intermediate option. Facing a choice between manslaughter 
and murder, 47% of the subjects chose manslaughter while 53% chose murder. When 
the third option was added, only 19% of the subjects chose the manslaughter option 
whereas 39% chose murder and 42% chose murder with aggravating circumstances.

Another type of context dependence is the contrast effect. Adding an option 
that highlights the attributes of one of the products being evaluated can cause 
people to choose that product even though the added option itself is strictly infe-
rior and therefore irrelevant to the decision. For instance, when facing a choice 
between a Cross pen and $6 in cash, only 36% of the subjects chose the pen. When 
a third irrelevant option was introduced: a pen that is clearly inferior to the Cross 
pen, 46% of the subjects preferred the Cross pen over the money. Apparently, 
the inferior pen altered the way in which people attached value to the Cross pen 
(Simonson and Tversky 1992). Kelman and his colleagues (1996) showed that the 
contrast effect can also inf luence legal choices. Participants in their study were 
asked to choose the sanction suitable for a criminal. When deliberating between 
jail and probation, the introduction of an inferior sanctioning option that high-
lighted the advantages of the probation option caused more people to choose it. 
Similar results were reported by Rachlinski and Jourden (2003) with respect to 
years of sentencing.

More work remains to be done before we acquire a good understanding of the way 
in which context dependence influences judicial decision-making. First, most stud-
ies have thus far focused on laypersons’ decisions (for an exception see Rachlinski, 
Wistrich, and Guthrie 2013). Arguably, decision-makers more familiar with the legal 
decision environment will be less prone to influences from irrelevant factors. Second, 
the handful of existing studies do not account for the many nuances associated with 
different legal questions. For example, while Rachlinski and Jourden (2003) identified 
a contrast effect with respect to years of imprisonment, they did not find such an effect 
with respect to the death penalty: “Death, it seems, is different after all” (Rachlinski 
and Jourden 2003, p. 482).
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4 Irrelevant Information

The courtroom provides a unique decision-making environment. Whereas the human 
mind is trained to incorporate all available information so as to render the best deci-
sion, this is not always the case in court. Both the rules of evidence and substantive 
legal rules sometimes dictate the exclusion of certain facts from the information set 
available to the decision-maker. In addition, attorneys might willfully introduce legally 
irrelevant information in order to influence decisions. In this section we examine the 
degree to which such information affects judicial decision-makers.

To begin with, exclusionary rules are premised on the assumption that the prejudi-
cial effects of certain types of evidence outweigh their probative value. For example, 
information regarding the defendant’s past convictions might be relevant for the deter-
mination of liability in the case at hand but it may also skew decisions towards a finding 
of guilt. Other types of evidence, such as hearsay testimony, can be excluded due to 
their limited probative value. Finally, some exclusionary rules stem from policy con-
siderations unrelated to the probative weight of the evidence. For example, evidence 
obtained through illegal police practices might be deemed inadmissible in order to 
incentivize police to behave appropriately in future cases and to protect the fairness of 
the judicial process.

During adjudication, however, fact-finders are often exposed to evidence that is later 
determined to be inadmissible. This can occur when a witness exposes the inadmissible 
evidence in the courtroom. Inadmissibility can also characterize information coming 
from external sources, such as the media. The question of whether fact-finders actually 
manage to ignore inadmissible information has long troubled legal scholars and courts. 
In the past couple of decades scholars have turned to examine this question empirically.

A case in point is the influence of information about the defendant’s past convic-
tions. Taking an experimental approach, Greene and Dodge (1995) exposed one group 
of mock jurors to the defendant’s past convictions while the other group of mock jurors 
was not exposed to such information. Those mock jurors informed about the past con-
victions were significantly more likely to reach a guilty verdict (see also Wissler and 
Saks 1985; Tanford and Cox 1988). More recently, Eisenberg and Hans (2009) took an 
observational approach to the topic. As part of their study, they assembled a unique 
data set documenting the behavior of defendants in criminal trials. As Eisenberg and 
Hans show, criminal records are often introduced into evidence when the defendant 
takes the stand. When introduced at that stage of the trial, such records induced a sig-
nificant rise in conviction rates in close cases, that is, cases where the evidence pre-
sented by the prosecution is not overwhelmingly strong. Notably, this increase is not 
driven by the effect of the past conviction on the defendant’s credibility (the reason for 
which past convictions are usually admitted). Rather, it is driven by the effect it has on 
the jury’s decision threshold.
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Numerous studies have documented the effects of inadmissible evidence in other 
legal domains, such as hearsay evidence (e.g., Schuller 1995), pretrial media reports 
(e.g., Fein, McCloskey, and Tomlinson 1997), and illegally obtained evidence (e.g., 
Kerwin and Shaffer 1994). These studies show that inadmissible evidence affects judi-
cial decision-making in civil as well as criminal settings, irrespective of whether that 
evidence favors the prosecution or the defense.2 A recent meta-analysis concluded that 
“[i] nadmissible evidence produced a significant impact on guilty verdicts” (Steblay 
et al. 2006, p. 477). While this impact is relatively small, it is statistically significant 
(Steblay et al. 2006, p. 486).

Researchers have also documented similar behavior among professional judges. In a 
study focusing on inadmissible evidence regarding remedial measures in a product lia-
bility case, Landsman and Rakos (1994) found that both judges and mock jurors were 
unable to disregard the facts they were required to disregard. The authors concluded 
that in the setting examined, “judges and jurors may not be very different in their reac-
tions to potentially biasing material” (Landsman and Rakos 1994, p.  125). In a later 
series of experiments, Wistrich, Guthrie, and Rachlinski (2005) reported somewhat 
more nuanced results. They found that judges could not ignore inadmissible evidence 
regarding settlement offers, privileged information, prior sexual history of a rape vic-
tim, prior criminal records of a plaintiff, and information that the government had 
agreed not to use in trial. At the same time, judges did manage to ignore a confession 
that was obtained in violation of a defendant’s right to counsel and the outcome of a 
search that was conducted without probable cause. The authors carefully acknowledge 
that the pattern of results they observed “defies easy explanation” and requires more 
data. Clearly, they are correct in their assessment of their results.3

Finally, a question of significant practical importance is the extent to which admoni-
tions made by courts to disregard inadmissible evidence do alter jurors’ decisions. Since 
the “human mind cannot simply forget information on command,” there is room for 
some skepticism as to the effectiveness of such instructions (Daftary-Kapur, Dumas, 
and Penrod 2010, p. 138). Indeed, the mentioned meta-analysis suggests that “judicial 
instruction did not return verdicts to the level generated by jurors never exposed to the 
inadmissible evidence” (Steblay et al. 2006, p. 478).

Aside from this general finding, two other findings related to admonitions merit 
closer attention. First, admonitions may draw greater attention to the inadmissible evi-
dence in some cases and thus produce a backlash. Pickel (1995), for example, reported 
that mock jurors who were exposed to a detailed admonition exhibited a greater 

2 That said, the vast majority of studies deal with incriminating evidence in criminal cases (Steblay 
et al. 2006, p. 476).

3 While the inability (or limited ability) to disregard information challenges the effectiveness of 
exclusionary rules, this inability may actually justify such rules. Guttel (2004) argued that unreliable 
evidence—evidence that is likely to be refuted by the other party, such as hearsay—should be excluded 
altogether, because its subsequent refutation may distort fact-finders’ decisions due to the cognitive 
phenomenon of overcorrection.
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tendency to convict when compared to mock jurors who were only informed about 
the inadmissibility of the evidence (see also Cox and Tanford 1989; Lee, Krauss, and 
Lieberman 2005). Second, jurors are sensitive to the admonition’s content. When jurors 
are required to disregard a certain piece of evidence due to a technicality, they are rela-
tively reluctant to do so. In contrast, when jurors are asked to ignore evidence due to its 
limited probative weight, they exhibit a greater tendency to comply with instructions 
(Steblay et al. 2006, p. 487).

5 Hindsight Bias

Courts are frequently called upon to evaluate a decision in retrospect, after the deci-
sion’s outcomes are known. In negligence cases, for example, the reasonableness of 
the precautions taken by the defendant are examined subsequent to materialization of 
the risk associated with a harm. yet the law often requires judicial decision-makers to 
ignore the outcome information revealed ex post and evaluate the issues from a purely 
ex ante perspective. Behavioral findings suggest, however, that decision-makers find it 
difficult to ignore such information.

Starting with Fischhoff (1975), a large body of work has documented the existence of 
hindsight bias (for a review and meta-analysis see Guilbault et al. 2004; Roese and Vohs 
2012). Studies have shown that people tend to overestimate the probability of an event 
once they are aware of the fact that it has occurred. Researchers have provided cogni-
tive as well as motivational explanations for the bias (Guilbault et al. 2004).

Hindsight bias has been examined in numerous legal contexts (see  chapter 14 by 
Teichman in this volume), including determination of negligence in tort cases (Kamin 
and Rachlinski 1995), analysis of novelty in patent law (Mandel 2006), and the find-
ing of probable cause in search and seizure cases (Rachlinski, Guthrie, and Wistrich 
2011). Studies have also demonstrated that professional judges are susceptible to 
such bias (Guthrie, Rachlinski, and Wistrich 2001)  although they may deal with it 
more appropriately than do laypersons (Hastie and Viscusi 1998). Finally, debias-
ing decision-makers from the effects of hindsight bias has proven to be a thorny task 
(Kamin and Rachlinski 1995).

6 Omission Bias and Related 
Phenomena

Omission bias is the tendency to prefer inaction to action when facing risky alterna-
tives. People are considered to bear greater moral responsibility for harmful outcomes 
they actively brought about than for those they brought about passively (Spranca, 
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Minsk, and Baron 1991). People anticipate experiencing greater regret if their action 
would result in worse outcomes than inaction, compared to the regret they expect to 
feel if they would refrain from action and it turned out that action would have pro-
duced better outcomes (Kahneman and Tversky 1982a). People might therefore prefer 
harmful omissions to less harmful commissions (Ritov and Baron 1990).

Presumably, a judge called to decide a case cannot refrain from delivering a judg-
ment; hence omission bias may seem irrelevant to judicial decision-making. However, 
there is experimental support for the claim that laypersons perceive accepting a claim 
as more active than dismissing it (Zamir and Ritov 2012). If this perception is shared 
by judges, omission bias may help explain why they are reluctant to accept claims even 
when the plaintiff’s version of the facts is slightly more persuasive than that of the 
defendant. The general standard of proof in civil litigation in common-law systems is 
preponderance of the evidence. Plaintiffs have to establish their case as more probable 
than not in order to prevail. Notwithstanding this formal rule, in a series of experi-
ments conducted with advanced-years law students and experienced lawyers, Zamir 
and Ritov (2012) found that the actual standard of proof is considerably higher. To 
accept a claim, the decision-maker should rate the persuasiveness of the plaintiff’s ver-
sion around 70 on a scale of 0 to 100 (where 0 indicates that there is no doubt that the 
plaintiff’s version is incorrect and 100 indicates that there is no doubt that it is correct). 
These experiments provide a prima facie evidence that judges exhibit an omission bias. 
Guthrie and George (2005) have similarly suggested that omission bias can explain the 
strong tendency of appellate courts to dismiss appeals.

Psychologists have also identified a closely related phenomenon, status quo bias. 
Other things being equal, people tend to stick to the state of affairs they perceive as 
the status quo rather than opt for an alternative (Samuelson and Zeckhouser 1988; 
Kahneman, Knetsch, and Thaler 1991). Ordinarily, changing the status quo requires 
some action, whereas retaining the status quo involves mere omission. Hence, the sta-
tus quo bias is usually confounded with the omission bias although they can exist sepa-
rately (Schweitzer 1994) and can pull in opposite directions (Ritov and Baron 1992).

Status quo bias has been mentioned as a possible explanation for court reluctance 
to issue preliminary injunctions that disrupt the status quo (Zamir 2012) as well as to 
appellate court aversion to reversing lower court decisions (Guthrie and George 2005). 
It has also been proposed as a possible explanation for court adherence to the doctrine 
of stare decisis (Prentice and Koehler 2003, p. 638; Jois 2009), and more generally to 
the great influence that the past exerts on current law (Wistrich 2012). And yet, when 
Zamir and Ritov (2012) presented their subjects with a scenario in which dismissing a 
claim for a declaratory judgment would alter the status quo, while accepting it would 
sustain the status quo, the omission bias seems to have had a greater impact on the 
decision.

Another related phenomenon is escalation of commitment. Expected utility theory 
posits that in choosing between different courses of action, only future costs and bene-
fits should be taken into account because the past cannot be changed. This implies that 
unrecoverable, incurred costs that will not affect future costs or benefits should not 
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influence current decisions. However, numerous laboratory and field experiments as 
well as empirical studies have established that people very often do consider sunk costs 
when making decisions. People thus tend to continue endeavors the more resources, 
time, or efforts have already been invested in them (Arkes and Blumer 1985; Staw and 
Ross 1989).

Gely (1998) has suggested that the rich literature on escalation of commitment and its 
psychological, social, and institutional determinants can fruitfully contribute to better 
understanding the application of the concept of stare decisis, the binding force of prec-
edents that is a cornerstone of the common law. There is much room for future research 
of judicial decision-making and the sunk costs effect. For example, under the doctrine 
of mootness, a court should halt adjudication and dismiss the case once the dispute 
has become academic because, for instance, the defendant agency has abandoned the 
policy challenged by the petitioner. It would be interesting to examine whether court 
receptiveness to mootness claims might depend on the amount of judicial resources 
already spent on the case.

7 Converting Qualitative into 
Quantitative Judgments and the 

Anchoring Effect

7.1 Legal Numbers

A large body of literature is devoted to judicial decisions involving quantification, 
such as the award of monetary damages and the determination of criminal fines and 
length of imprisonment. Such numerical decisions are often described as variable and 
unpredictable. Some of this variability and unpredictability may be due to people’s 
limited proficiency with numbers, especially among lay jurors (Hans and Reyna 2011). 
Other sources of variability that are again likely to be more glaringly reflected in lay 
jurors’ decisions are related to misunderstandings regarding the relevant legal criteria, 
or with discrepancies between formal legal rules and people’s normative judgments. 
For example, when determining damages for a plaintiff’s economic losses, judicial 
decision-makers may take the defendant’s wealth, malice, or gains from violating the 
plaintiff’s rights into account even if these factors are considered legally irrelevant.

These causes of variability apply to numerical decisions irrespective of whether 
conversion from one scale to another is required. In awarding monetary damages for 
economic losses, for example, both scales are monetary. When numerical judgments 
require conversion from one scale to another, such as conversion of the defendant’s 
culpability, into the length of imprisonment, difficulties can multiply. Much of the 
research centers on this particular difficulty.
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While conversion from one scale to another inherently poses a challenge, the scope 
of this challenge can vary according to the respective legal norms and decision-maker 
expertise. At one extreme we find cases where the law allows largely unfettered dis-
cretion, for example, when setting “reasonable” damages for pain and suffering. Such 
unfettered discretion is particularly troublesome when decision-makers such as lay 
jurors lack the relevant experience and meaningful reference points. This situation 
persists in many jurisdictions in the United States (Chase 1995; Greene and Bornstein 
2003, pp. 175–76). At the other pole we find no room for discretion, as when the law lays 
down precise sanctions or remedies. Between these two extremes, more or less spe-
cific guidelines for quantification can be set, as some legal systems have done regarding 
criminal sentencing.

This section surveys behavioral studies of quantitative judicial decision-making, 
focusing on the conversion of qualitative into quantitative judgments.

7.2 Qualitative and Quantitative Judgments: Empirical and 
Experimental Findings

When legal decision-makers convert qualitative judgments into quantitative ones—as 
in the award of damages for nonpecuniary harms and the imposition of criminal sanc-
tions—their decisions should ideally be consistent, predictable, and justifiable. The 
numbers should serve the law’s goals, such as just desert and deterrence. They should 
be predictable ex ante and justifiable ex post (Kahneman, Schkade, and Sunstein 1998; 
Hastie 2011).

Empirical and experimental studies reveal a remarkable degree of similarity and 
predictability in the qualitative judgments made by judges and jurors regarding issues 
such as the severity of the plaintiff’s injury (Wissler, Hart, and Saks 1999), the out-
rageousness of a defendant’s behavior, and the appropriate severity of punishment 
(Kahneman, Schkade, and Sunstein 1998). At the same time, considerable variability 
is exhibited when decision-makers, judges and jurors alike, are asked to convert these 
qualitative, ordinal judgments into quantitative monetary awards (Saks et  al. 1997; 
Diamond, Saks, and Landsman 1998; Kahneman, Schkade, and Sunstein 1998; Wissler, 
Hart, and Saks 1999). For instance, in a large-scale experiment involving more than 
1,000 jury-eligible participants who viewed a videotape of a product liability trial, the 
standard deviation of the damages awarded was 138% of the mean for economic dam-
ages and 313% of the mean for pain and suffering damages. When analyzing trimmed 
values (where values above the 97th percentile were treated as if the jurors favored the 
award determined by jurors at the 97th percentile), the standard deviation was 75% 
for economic damages and 154% for pain and suffering damages (Diamond, Saks, and 
Landsman 1998).

The scope of this variability and whether it should be a cause of serious concern out-
side the laboratory are, however, debated. Commentators claim that damage awards, 
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for example, are largely predictable and sensible, taking into account the subtle dif-
ferences in the characteristics of seemingly similar cases (Greene and Bornstein 2003; 
Vidmar and Hans 2007, pp. 299–302). Judges’ power to review jury awards, appellate 
courts’ supervision of trial judges’ awards, and the fact that most claims are settled 
through negotiations managed by experienced attorneys—all significantly reduce 
the actual impact of the distorting factors observed in the laboratory (Eisenberg, 
Rachlinsky, and Wells 2002). Moreover, it may be argued that some apparently irrele-
vant anchors (see section 7.5 below), such as the effect of economic damages on punitive 
damages, are not normatively irrelevant (Eisenberg, Rachlinsky, and Wells 2002). And 
yet the overall picture emerging from experimental and empirical research, supported 
by the common sentiment expressed in the legal community, is that jury-set monetary 
awards, especially for noneconomic and punitive damages, are unjustifiably variable 
and irregular.

7.3 Individual and Group Decision-Making

While some judicial decisions are made by a single person, many are made by a panel 
of three or more judges, and all jury decisions are a product of group deliberation (see 
section 11 below). There is mixed evidence as to whether group deliberation increases 
the coherence and predictability of quantitative decisions. On the one hand, Diamond, 
Saks, and Landsman (1998) found that the standard deviation of total individual 
awards, prior to deliberation, was over $7,000,000. Following deliberation in groups 
of six, the standard deviation of total jury awards dramatically dropped to less than 
$1,000,000. The dramatic decrease in variability was exhibited in economic and non-
economic damages alike.

On the other hand, in a very large experimental study involving more than 3,000 
subjects, Schkade, Sunstein, and Kahneman (2000) found that at least in the context 
of punitive damages, jury deliberation actually reduced predictability. Due to the 
well-documented phenomenon of group polarization, jury dollar verdicts were system-
atically higher than median predeliberation judgments (see also Diamond and Casper 
1992, pp. 553–57). Since this tendency was more pronounced when the median of jurors’ 
predeliberation judgments was high, the overall variability of the awards increased. 
Among juries that awarded punitive damages, 27% awarded sums that were as high as, 
or higher than, the highest predeliberation judgment of their individual members (see 
also Sunstein et al. 2002). Further research is necessary for explaining the contradic-
tions in these findings and delineating the opposite possible effects of jury deliberation.

7.4 Models of Quantitative Judicial Decision-Making

Several models have been proposed to describe the cognitive process of deriving 
numerical values from qualitative assessments. Kahneman, Schkade, and Sunstein 
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(1998) proposed a descriptive model of the process by which individual jurors set puni-
tive damages, dubbed the “outrage model.” According to the model, outrage results 
from evaluation of the defendant’s behavior. Combined with the ensuing harm, out-
rage stimulates the intent to punish. Once intent to punish is formed, jurors express 
this attitude by transforming intent into a dollar scale. Since there is no obvious way 
to conduct such a transformation, the process is prone to strong influence by vari-
ous anchors (see section 7.5 below). Hastie (2011) proposed a more general, four-stage 
model—the “intention + anchor model”—that applies to determination of other 
numerical verdicts as well.

These and related models (such as the one proposed by Hans and Reyna 2011) leave 
open the question of the order of damage determination. Do decision-makers first 
calculate damages for each category or subcategory of harms and losses separately, 
and then add up the numbers, or do they first determine a global award and then—
if required to do so—break down the total into the different categories. The available 
empirical and experimental data appear to indicate that both mechanisms come into 
play. Decision-makers engage in a certain amount of calculation, yet their intuition 
about the appropriate total award is important as well (Greene and Bornstein 2003, 
pp. 159–61).

7.5 Anchoring

Both the experimental findings and the theories explaining them point to the central-
ity of anchors. When people are presented with a salient number before they make a 
numerical judgment, they tend to make their judgment through adjustments from the 
initial number, which serves as an anchor. The adjustment, however, is often insuffi-
cient and therefore the judgment is biased towards the anchor (Chapman and Johnson 
2002). In serially considering factors that may require adjusting the initial number, 
there is a tendency to underuse this information and to halt the adjustment process 
too early (Hastie 2011; see also Epley and Gilovich 2006). The anchor also biases infor-
mation sampling. It draws people’s attention to information that is consistent with 
the initial anchor and away from information that would lead to greater adjustment 
(Hastie 2011). Furthermore, the closer a factor is to the initial anchor, the more the 
decision-maker is likely to focus on the similarity between the two, and the further 
away a factor is from the initial anchor, the more the decision-maker is likely to focus 
on the dissimilarity, hence underweighting its relevance (Mussweiler 2003).

Studies have shown that numbers can serve as anchors even if they provide no mean-
ingful information about the decision task, and even if decision-makers are fully aware 
of their meaninglessness (e.g., Tversky and Kahneman 1974; Englich, Mussweiler, and 
Strack 2006). When a problem has a right answer, being knowledgeable about the per-
tinent issue reduces or even eliminates the anchoring effect (Wilson et al. 1996). At 
the same time, anchoring influences both laypersons and experts, including judges 
(Guthrie, Rachlinski, and Wistrich 2001; Englich, Mussweiler, and Strack 2006). 
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Experiments have shown that it is difficult to overcome the anchoring effect even when 
forewarned, and that this bias is unlikely to be affected by monetary incentives to give 
the right answer when such an answer exists (Chapman and Johnson 2002; Englich, 
Mussweiler, and Strack 2006).

Experimental and empirical studies have highlighted the role of several anchors 
in the context of quantitative judicial decision-making. A  common anchor is the 
amount of economic damage. Strong correlations have been found between eco-
nomic and noneconomic damages and between compensatory and punitive dam-
ages (Eisenberg et al. 1997). These correlations may indicate that the former serve as 
an anchor when determining the latter (Sunstein et al. 2002; Hans and Reyna 2011). 
Since the severity of the harm is a relevant factor when determining economic, non-
economic, and punitive damages, this correlation may seem perfectly sensible; and 
even a direct inference from economic to noneconomic and punitive damages is not 
necessarily groundless (Sunstein et al. 2002; Eisenberg, Rachlinsky, and Wells 2002). 
At the same time, there is evidence that the amount of economic damages affects the 
amount of noneconomic damages more strongly among jurors than among judges 
(Hans and Reyna 2011). This finding arguably indicates that laypersons are overly 
influenced by the plaintiff’s economic loss when determining noneconomic and 
punitive damages.

A more troubling anchor is the amount of damages claimed by the plaintiff (Chapman 
and Bornstein 1996; Hastie, Schkade, and Payne 1999; Viscusi 2001b; Greene and 
Bornstein 2003, pp. 151–55). Despite the fact that plaintiffs asking for extremely large 
amounts of compensation were perceived less favorably by the subjects in an experi-
ment conducted by Chapman and Bornstein (1996), the amount requested served as an 
anchor affecting the damages awarded. The effect was linear even for extreme amounts. 
McAuliff and Bornstein (2010) found that the way the figures are presented to the jury 
also influences the award. An empirical study of actual trials and jury deliberations 
(Diamond et al. 2011) revealed a more nuanced picture, in which plaintiffs’ very high 
claims, especially for nonmonetary harms, was sometimes perceived not only as irrel-
evant but also as outrageous and hence counterproductive. Some experimental studies 
have also noted the existence of a boomerang effect (Marti and Wissler 2000; Greene 
and Bornstein 2003, p. 153).

While it may be argued that the compensation requested is an indication of the 
scope of the harm suffered by the plaintiff, inasmuch as it serves as an anchor, its obvi-
ous manipulability is a cause of concern. This is especially so if the linear effect of the 
damages claimed manifests itself even when the decision-makers do not believe that 
the damages requested indicate the level of the plaintiff’s suffering or her medical 
expenses, as demonstrated in Chapman and Bornstein’s study (1996).4

4 Even more surprisingly, the amount requested also affected the judgment of causality: the higher 
the amount, the higher the assessed probability that the defendant caused the plaintiff’s injury.
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Guthrie, Rachlinski, and Wistrich (2001) appear to have demonstrated the anchor-
ing effect of another irrelevant factor: a meritless motion to dismiss a tort case because 
it did not meet the minimum threshold of damages required for jurisdiction. The mer-
itless jurisdictional motion induced a significant decline in the damages awarded by 
the judges who were exposed to it.

A particularly intriguing anchoring effect has been observed in experiments that 
studied the impact of caps on damages. In one study, Hinsz and Indhal (1995) found 
that caps dramatically increased the median total award in a case referring to the death 
of two children. In another study, Saks and his colleagues (1997) examined the influ-
ence of caps on damages for pain and suffering. As regards a high-severity injury, when 
subjects were informed about the cap, it dramatically reduced both the mean and the 
variability of the awards. Regarding a medium-severity injury, the introduction of 
the cap slightly increased the mean and decreased the variability of the awards, but 
none of these effects was statistically significant. For a low-severity injury, however, 
the cap greatly increased both the mean and the variability of the awards. Caps are 
thus able to prevent mega awards for pain and suffering, but to the extent that they 
are meant to increase the predictability of noneconomic damages, they likely produce 
the opposite outcome due to their anchoring effect in cases of low-severity injuries.5 
Comparable results were obtained in an experimental study of caps on punitive dam-
ages (Robbennolt 1999). Not informing the jury about the existence of a cap (with the 
judge imposing it after the jury has set the damages) may ameliorate this concern (as 
well as the concern that the jury would evade the cap by increasing the damages for 
uncapped counts: Anderson and MacCoun 1999; Greene, Coon, and Bornstein 2001; 
Sharkey 2005). However, the likelihood that such caps will remain secret in the long 
run does not seem very high.

7.6 Concluding Remarks and Normative Implications

As this section has shown, when it comes to translating qualitative judgments 
into quantitative decisions, the decisions predictability decreases, their variability 
increases, and considerable differences between judges and juries emerge (Wissler, 
Hart, and Saks 1999). These differences most probably result from jurors’ limited infor-
mation regarding the customary awards and punishments as well as from the vague-
ness of the instructions they receive. In the absence of any reliable reference point, 
juries are forced to rely on questionable data, such as the amount of damages claimed 
by the plaintiff or the defendant’s profits.

One way to cope with the special difficulties that jurors face in this respect is not 
to entrust such decisions to juries, but to judges, who are presumably familiar with 
customary awards and sentences. This route has been taken by most legal systems 

5 Moreover, inasmuch as there is a problem of undercompensation for high-severity injuries and 
overcompensation for low-severity injuries, caps exacerbate this problem (Saks et al. 1997).
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around the world. Another way to circumvent the problem is to provide juries with 
clearer instructions, such as sentencing guidelines, the average and range of customary 
awards, and examples of verdicts handed down in similar cases (Chase 1995; Saks et al. 
1997; Wissler, Hart, and Saks 1999). The lack of clear jury instructions regarding quan-
titative decisions in many US jurisdictions is rather puzzling, and the calls for reforms 
(e.g., Greene and Bornstein 2003, pp. 202–3) are quite convincing.

8 Attitudes towards Probabilistic 
Evidence

Behavioral scholars have demonstrated that decision-makers exhibit diverse attitudes 
towards probabilistic evidence. Whereas fact-finders are reluctant at times to base lia-
bility on such evidence, they quickly deduce erroneous conclusions in other instances. 
This section briefly sketches some of the main findings in this area (see also  chapter 27 
by Vars in this volume).

One of the early findings of cognitive psychology is that people tend to under-
value probabilistic information (Tversky and Kahneman 1974). In the legal context, 
researchers have shown that people can easily be maneuvered to undervalue the 
probative power of scientific evidence that ties a person to an act. Because within a 
population of one million people, ten thousand people share a trait that is attributed 
to 1% of the population, many tend to think that this trait has no legal relevance. 
It has thus been argued that people underuse associative evidence (Thompson and 
Schumann 1987).

Empirical research nonetheless suggests that attitudes towards statistical evidence 
are driven by more than mere misunderstanding of probabilities. In a seminal study, 
Gary Wells (1992) experimentally studied people’s reluctance to assign liability based 
on naked statistical evidence. He hypothesized that “in order for evidence to have a 
significant impact on people’s verdict preferences, one’s hypothetical belief about 
the ultimate fact must affect one’s belief about the evidence” (Wells 1992, p. 746). For 
instance, the fact that 80% of the buses in a certain town belong to the blue bus com-
pany and 20% to the gray bus company is insufficient to find the former liable for an 
accident caused by an unidentified bus, because the determination of liability would 
not change one’s belief about the accuracy of the statistical data. The statistical data 
remains true whether or not a blue bus was involved in the accident. In contrast, when 
a weigh-station attendant testifies that according to his records, a blue bus was weighed 
in the nearby station just before the accident—thus tying that bus company to the acci-
dent—the determination of liability would more likely bear on the reliability of this 
testimony, even if the defendant had already established that those records were wrong 
20% of the time. In this case, determining which bus was involved in the accident does 
bear on the accuracy of the weigh-station’s records and the reliability of the attendant’s 
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testimony. Wells found that fact-finders are much more likely to assign liability in the 
second setting. This preference did not stem from any difficulty in dealing with proba-
bilities, as subjects in both conditions accurately assessed the probability that the acci-
dent was caused by a blue bus.

Wells’s hypothesis was challenged by subsequent studies that offered compet-
ing hypotheses and explanations for the “Wells Effect.” For example, building on 
Kahneman and Tversky’s (1982b) simulation heuristic, Niedermeier, Kerr, and Messé 
(1999) argued that the willingness to ground liability on statistical evidence depends 
on how easily one can imagine an alternative scenario that would be compatible with 
the evidence. In their experiments, subjects read various vignettes describing a lawsuit 
relating to an accident similar to the one analyzed by Wells. Keeping the probability 
constant, they used vignettes that differed with respect to the ease in which one could 
imagine a counterfactual scenario in which the defendant was not responsible for the 
harm done. The results showed that while the assessed probability was similar under 
the two conditions, willingness to accept the claim declined considerably under condi-
tions conducive to imagining an alternative scenario.

In a recent study, Zamir, Ritov, and Teichman (2014) identified a general disincli-
nation to base liability on circumstantial evidence that goes beyond the statistical 
nature of some circumstantial evidence, what they called an “anti-inference bias.” In 
their experiments, subjects analyzed situations in which the probability of wrongdo-
ing was held constant, yet the type of evidence was randomized between direct and 
circumstantial. For instance, people were more willing to assign liability for a speeding 
violation when it was detected by a single speed camera than when it was detected by 
a system of two cameras, located at two points on a toll road, which documented the 
precise time that the driver drove between them but not the actual speed.

Thus far we have focused on the reluctance of judicial decision-makers to base liabil-
ity on certain types of evidence. yet, other aspects of human decision-making might 
cause people to assign liability even when it is unwarranted. Special attention in this 
regard has been given to the phenomenon of base-rate neglect.

Base-rate neglect refers to people’s tendency to discount information about the fre-
quency with which the respective event occurs and focus instead on available individu-
ating information. The following famous example from Kahneman and Tversky (1973) 
helps explain the phenomenon:  Jack is a 45-year-old man. He is married with four 
children. He is generally conservative, careful, and ambitious. He shows no interest in 
political and social issues and spends most of his free time on his many hobbies, which 
include home carpentry, sailing, and mathematical puzzles. Subjects in one condition 
in this study were told that Jack was randomly drawn from a pool of people composed 
of 70 engineers and 30 lawyers, while subjects in the other group were told that the pool 
was composed of 30 engineers and 70 lawyers. When asked to estimate what Jack does 
for a living, the results showed that notwithstanding the base rate, approximately 90% 
of participants in both groups assumed that Jack is likely to be an engineer.

In an early study documenting decisions across a wide array of fields, Bar-Hillel 
(1980) demonstrated that base-rate neglect can cause errors in the judicial context. The 
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subjects in her study were told that a hit-and-run accident involving a taxicab occurred 
at night, with 85% of the city’s cabs being blue and the remaining 15% green. In court, 
an eyewitness testified that the cab involved in the accident was green. The court exam-
ined the witness’s capabilities and reached the conclusion that he was correct 80% of 
the time (and wrong 20% of the time). Subjects were then asked to evaluate the prob-
ability that a green cab was in fact involved in the accident. The results showed that they 
focused solely on the witness’s credibility rate: Their mode and median estimates of 
the probability that a green cab was the culprit were 80%. Calculating the actual prob-
ability, however, requires taking the underlying probability that the cab is green into 
account, and is thus only 41% (approximately 10% of the participants roughly approxi-
mated this answer).

In a later experimental study conducted with acting judges, Guthrie, Rachlinski, and 
Wistrich (2001) used a tort case in which a warehouse barrel inadvertently harmed a 
passerby. The legal question was whether the warehouse workers’ negligence caused 
the accident, or whether another factor was involved. Participants in the study were 
informed that “(1) when barrels are negligently secured, there is a 90% chance that they 
will break loose; (2) when barrels are safely secured, they break loose only 1% of the 
time; (3) workers negligently secure barrels only 1 in 1,000 times” (Guthrie, Rachlinski, 
and Wistrich 2001, p. 808). Based on this information, participants were asked to esti-
mate the probability of negligence, and were offered four probability ranges: 0%–25%; 
26%–50%; 51%–75%; 76%–100%. While the precise answer is 8.3%, most participants 
did not choose the lowest option. That being said, 40% of participants did choose this 
option, a result that is better than those achieved by other populations in comparable 
studies (see Guthrie, Rachlinski, and Wistrich 2007, pp. 22–24).

9 Priming and Prejudice

Priming refers to “the incidental activation of knowledge structures, such as trait 
concepts and stereotypes, by the current situational context,” leading to a particular 
cognitive or affective response (Bargh, Chen, and Burrows 1996, p. 230). Priming, by 
definition, occurs in implicit memory, which is accessible only indirectly (Bargh and 
Chamrand 2000). Retention of prior experiences within a knowledge structure can be 
revealed by measuring variance in the performance of certain tasks after exposure to 
a prime (the stimulus) relative to performance in the absence of such exposure. For 
example, in a classic study, Bargh, Chen, and Burrows (1996) primed half of their 
subjects with stereotypical traits of elderly people (by asking them to construct sen-
tences with words such as old, gray, forgetful, and wrinkle), while the other half of their 
subjects was not primed (they were asked to construct sentences with neutral words 
such as clean and private). The study’s dependent variable was the time it took partici-
pants to walk down a hall once they had completed writing their first set of sentences. 
Interestingly, participants exposed to the stereotypical prime walked more slowly than 
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did participants who received the neutral treatment. For a general overview of the phe-
nomenon, see Moskowitz (2005).

Priming can have various implications for judicial decision-making, ranging from 
lawyers’ litigation tactics and their ability to prime jurors and judges (Stanchi 2010), 
to the influence of religious and national symbols that are incorporated into the inte-
rior design of courtrooms (Hassin et al. 2007; Mazar, Amir, and Ariely 2008). This sec-
tion does not discuss these implications, but rather focuses on the use of priming as an 
effective experimental procedure to determine whether subjects possess implicit racial 
biases—an issue of the utmost theoretical and normative importance.

Researchers have demonstrated that racially charged primes (e.g., rap versus pop 
music) can cause people to judge the behavior of blacks as more hostile when com-
pared to other groups (Rudman and Lee 2002). More generally, scholars have employed 
the Implicit Association Test (IAT) to examine attitudes towards marginalized groups 
such as blacks, Asians, and homosexuals.6 These studies have demonstrated that peo-
ple hold many implicit biases towards different social groups and that these biases often 
predict behavior better than do explicit biases (Rudman and Lee 2002).7

Implicit bias research has been slowly trickling into legal analysis, including judicial 
decision-making (for a collection of studies, see Levinson and Smith 2012). In the inter-
est of brevity, we focus our discussion exclusively on the issue of race and the adverse 
effects of implicit bias on black litigants in the United States.

Eberhardt and her colleagues (2004) documented an implicit bidirectional asso-
ciation between blacks and criminality. When subliminally primed with black male 
faces, subjects were quicker to recognize blurred images of items associated with crime 
(e.g., guns). Perhaps more surprisingly, when subliminally primed with images of items 
associated with crime, participants were more attendant to black male faces. Thus, as 
the authors note, “Not only are Blacks thought of as criminal, but also crime is thought 
of as Black” (Eberhardt et al. 2004, p. 883). Related findings demonstrating an implicit 
association between black males and guns have been reported in numerous studies 
that examined people’s tendency to shoot in a video simulation involving armed and 
unarmed whites and blacks (Correll et al. 2002; Plant and Peruche 2005). However, 
while all these findings suggest that people tend to draw a connection between race and 
crime, a connection that might well carry into the courtroom, they were not conducted 
in the concrete context of judicial decision-making.

Several other studies have examined more directly the role of implicit racial bias 
in judicial contexts. Graham and Lowery (2004) asked a sample of police officers 
and juvenile probation officers to analyze vignettes describing a crime-related sce-
nario. Unbeknownst to the participants, half were subliminally primed with words 

6 The IAT documents peoples’ implicit associations by measuring their response time in a 
computerized task. For a detailed description of the methodology and a meta-analysis, see Greenwald 
et al. (2009).

7 The use of the IAT to measure implicit bias is not a matter of consensus. For a discussion see Arkes 
and Tetlock (2004); Banaji, Nosek, and Greenwald (2004).
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associated with blacks while the other half were primed with words lacking a common 
theme. Immediately afterwards, the officers read two ambiguous criminal scenarios 
and were asked to rate the hypothetical offender on several traits (e.g., hostility and 
maturity) and to assess the culpability, expected recidivism, and deserved punishment 
of offenders whose race remained unspecified. Finally, the officers completed a gen-
eral attitudes and beliefs questionnaire about race. The results suggest that an implicit 
bias rather than explicit attitudes channeled participants’ decisions. Participants in 
the race-primed group viewed the offender more negatively and were willing to punish 
him more harshly.

Levinson, Cai, and young (2010) have introduced a new IAT that measured the 
association between whites/blacks and guilty / not guilty judgments. They discovered 
an implicit association between black and guilty. Furthermore, this association was 
indicative of the way their subjects analyzed the evidence in ambiguous cases. More 
recently, Levinson, Smith, and young (2014) presented several troubling findings in the 
context of the death penalty. They showed that when examining willingness to impose 
the death penalty during the screening of capital juries, the process stacks those juries 
with people exhibiting a relatively strong implicit racial bias. They also found a connec-
tion between people’s IAT score and their willingness to impose the death penalty. That 
is, people who exhibited a greater implicit bias were more willing to convict a black 
defendant relative to a white defendant.

A more nuanced analysis of this point was offered by Rachlinski and his colleagues 
(2009). This study, which involved presiding judges, employed a two-stage design. In 
the first stage, judges preformed a standard IAT to determine their racial preferences. 
The results showed the existence of a white preference among white judges but no racial 
preference among black judges. In the second stage, judges were asked to evaluate 
three vignettes describing ambiguous criminal cases. Prior to the first two vignettes, 
where the culprits’ race remained blurred, half of the judges were subliminally sub-
jected to a racial prime. In the third vignette, the race of the defendant was overtly 
manipulated (African American or Caucasian). In contrast to Graham and Lowery 
(2004), Rachlinski and his colleagues did not identify a main effect associated with the 
racial prime. The evaluations of judges who were primed did not differ significantly 
from the evaluations of judges who were not primed. That said, the researchers did 
identify a marginally significant effect of judges’ IAT scores on their sentencing deci-
sions. Judges with a white preference on the IAT gave harsher sentences to defendants 
when primed with black-associated words rather than with neutral words. Judges with 
a black preference on the IAT, on the other hand, gave lower sentences when primed 
with black-associated words rather than with neutral words. With respect to the third 
vignette in which race was explicitly operationalized, the authors could not identify 
any effect when analyzing the group of judges as a whole. However, further analy-
sis did reveal a three-way interaction between IAT scores, the judge’s race, and the 
defendant’s race. Specifically, IAT scores were unconnected to the outcomes reached 
by white judges, whereas black judges with a black preference tended to acquit more 
often. While it is difficult to generalize these results, one conclusion does seem to stand  
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out: the explicitness of race matters. As the authors note, “when judges are aware of 
a need to monitor their own responses for the influence of implicit racial biases, and 
are motivated to suppress that bias, they appear able to do so” (Rachlinski et al. 2009, 
p. 1221). Arguably, decisions in the courtroom more closely resemble the scenario 
depicted in the third vignette; hence, the extent to which implicit biases actually influ-
ence real-world decisions remains unclear.

Implicit bias is an emerging field in the judicial decision-making context, and 
much work will have to be done before we fully understand the phenomenon’s impact. 
Additional research should explore the precise way in which implicit bias operates 
(if at all) in actual courtrooms where people are more likely to attempt to overcome 
their predispositions. As Kang and his colleagues (2012) acknowledge, “because of the 
incredible difficulties in research design, we do not have studies that evaluate implicit 
bias in real criminal trials” (p. 1146). Moreover, we currently have very little informa-
tion on the way in which racial bias functions in the domain of civil litigation. After 
thoroughly examining implicit bias in this context, Kang and his colleagues did “con-
cede that [their] claims about implicit bias influencing jury decision-making in civil 
cases are somewhat speculative and not well quantified” (2012, p. 1168). Finally, identi-
fication of effective interventions capable of ameliorating the effects of the bias is prob-
ably the ultimate goal of this research project and should be addressed (on potential 
policies see Roberts 2012; Wilkins 2012).

10 Rules versus Standards: Certainty 
and Predictability

Legal norms are conventionally classified into rules and standards. Rules typically con-
dition legal outcomes on the existence of easily ascertainable, limited number of facts. 
Determination of legal capacity solely by reference to age, and punishment of drivers 
who exceed a certain speed limit by a fixed fine are paradigmatic rules. Standards, 
in contrast, embody substantive objectives and values, such as reasonableness, good 
faith, and unconscionability. Judgments based on standards require examination of 
the entire set of circumstances and their assessment in light of the values the standard 
embodies (Kennedy 1976).

For centuries, it has been recognized that the primary virtue of rules, as opposed 
to standards, is their ability to curtail people’s discretion and enhance the law’s 
certainty and predictability. This common wisdom has been challenged by the 
American legal realists and Critical Legal Studies scholars, who doubted that gen-
eral legal norms, detailed as they might be, can dictate the judicial outcome in any 
particular case (e.g. Llewellyn 1940; Singer 1988). One reason for this incredulity was 
that even a system of detailed rules allows the court to choose which rule will apply 
to any set of facts. Paradoxically, the more elaborate the system of rules, the broader 
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is the judge’s discretion when determining which rule to apply in any specific case 
(see also Schlag 1985).

It took more than fifty years before experimental and empirical findings were 
brought to bear on this debate. In experiments conducted with law students and recent 
law school graduates, Sheppard (2012) and Sheppard and Moshirnia (2013) demon-
strated that a simple, bright-line rule requiring some action to be performed within a 
specific time limit constrains decision-makers’ discretion more than a vague standard 
of “reasonable time” (see also Feldman and Harel 2008).8

While these studies compared judicial decisions according to a standard to decisions 
under a single, simple rule, the real choice is very often between vague standards and 
an elaborate system of rules consisting of various distinctions, provisos, and excep-
tions. Two experimental studies examined the predictability of judgments under either 
a set of detailed rules or a few general standards. Specifically, in a series of large-scale 
experiments conducted with advanced-years law students, Ellinghaus, Wright, and 
Karras (2005) compared different models of legal norms: detailed rules, slightly less 
detailed rules, and very general, vague standards. Subjects read a description of a legal 
dispute and made a decision according to one of the models of legal norms. The cer-
tainty and predictability of the legal norms were measured by the degree of consensus 
among the separate verdicts, that is, the broader the consensus, the more certain and 
predictable the legal norms.

The main conclusion invited by these experiments was that systems of elaborate legal 
rules do not yield more certain and predictable outcomes than do systems of vague 
standards. Moreover, while standards produced more predictable outcomes in easy 
cases, the application of rules to relatively easy cases did not increase predictability 
(Ellinghaus, Wright, and Karras 2005, pp. 38–41).

In another experiment, Ellinghaus and his coauthors asked responders to rate the 
fairness of the outcome and the extent to which the judgment took the important facts 
of the case into account. It turned out that in easy cases decided according to standards, 
a positive correlation was found between the rated fairness of the judgment and the 
extent to which the responders believed that the judgment considered all the pertinent 
circumstances. No such correlation was found regarding judgments based on detailed 
rules. It thus appears that standards are superior for drawing decision-makers’ atten-
tion to the more important aspects of a case.

In a follow-up study, Wright and his colleagues (2012) examined how the scope of data 
considered by the judge affected the judgment’s certainty and predictability. In addi-
tion to making a judicial decision, the subjects in this experiment were asked to assess 
the importance of fifteen factual circumstances that, according to the experimenters’ 

8 Sheppard and Moshirnia (2013) also demonstrated that legal argumentation had a greater effect 
on decisions made according to a rule than according to a standard. When deciding according to a 
vague standard, decision-makers can opt for the outcome they ideologically prefer with or without 
legal arguments. Legal arguments assist decision-makers reach their desired outcome when this 
outcome is in tension with the straightforward meaning of the rule.
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judgment, belonged to one of three categories in terms of their importance. The par-
ticipants were asked to provide this assessment four times during the experiment: after 
reading the factual description, after reading the description of the applicable legal 
norms, after writing the arguments favoring each side’s position, and after writing their 
reasoned judgment. In this experiment the predictability and certainty of the legal 
norms were likewise determined by the degree of consensus regarding the decision.

The participants generally shared the experimenters’ judgment as to the relative 
importance of the different circumstances. As the subjects progressed along the deci-
sion process, they ranked the important facts as more important and the unimport-
ant facts as less important. However, contrary to the subjects deciding according to 
standards, who attributed increasing importance to the circumstances in the middle 
category, the subjects deciding according to specific rules attributed decreasing impor-
tance to intermediate circumstances. This finding supports the contention that the 
greater predictability and certainty of decisions under a regime of standards is due to 
decision-makers’ increased attention to a larger set of circumstances. Wright and his 
colleagues also constructed a connectionist model of mental representations of the 
data presented to their subjects—the type of model underlying the coherence-based 
theories of legal decision-makers discussed in section 2. They showed that the phenom-
enon of coherence shift neatly explains their findings.

Considerably more experimental work is required to determine the generality 
of these findings. Strong support for the results can be found in a large comparative, 
empirical study of the certainty and consistency of enforcement mechanisms, under 
either legal rules or standards, conducted in the context of nursing-home regulation 
(Braithwaite and Braithwaite 1995). The study found much greater consistency among 
assessments made by supervisors under a system of standards than those based on a 
very detailed, intricate set of rules. It turned out that a multiplicity of technical rules 
give supervisors greater discretion in employing them and in choosing how much 
emphasis to put on each one.

11 Group Decision-Making

Thus far we have focused mainly on judicial decision-making at the individual level. 
However, many judicial decisions are reached by a group. In this section we examine 
how group dynamics influence the outcomes of the judicial process.

A large body of psychological research has been dedicated to the question of 
whether group decision-making can overcome the errors associated with individual 
decision-making. As these studies show, group dynamics can elicit a wide variety of 
outcomes (for a review see Kerr, MacCoun, and Kramer 1996). The move from indi-
vidual to group decision-making sometimes mitigates deviations from expected utility 
theory, sometimes has no effect on such deviations, and sometimes intensifies them. 
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The diverse effects of group deliberation should be unsurprising given the variety of 
group characteristics, decision procedures, and decision objects.

The effect of group deliberation also depends on the nature of the pertinent heuristic. 
When the issue is computational and the correct answer is easily demonstrable (and 
group members aware of the error have sufficient incentives to correct other members’ 
error), collective decision-making can help overcome individual biases. In contrast, 
when the issue is complex or involves a value judgment, as is often the case with judi-
cial decision-making, the deliberation process can drive the group towards extreme 
outcomes that do not reflect members’ predeliberation preferences—a phenomenon 
known as group polarization.

Group polarization occurs when an initial tendency of individual group members 
in one direction is strengthened following group discussion (Isenberg 1986; Myers 
and Lamm 1976; Sunstein 2000). The two primary explanations for this phenomenon 
are social comparison and informational influences. According to the former, people 
strive to perceive themselves and to be perceived by others favorably. When observing 
the general tendency within the group, they adopt a position that is in the same direc-
tion but somewhat more extreme. According to the latter explanation, when group 
members are initially inclined in one direction, the number and persuasiveness of the 
arguments articulated in that direction during deliberation are greater than in the 
opposite direction, thus strengthening the initial tendency.

Researchers have documented the ways in which group polarization affects judicial 
decision-making. As the existing studies show, the phenomenon can lead to oppos-
ing outcomes, depending on the specific context. With respect to a jury’s decision to 
convict or acquit, MacCoun and Kerr (1988) conducted a meta-analysis of the existing 
studies that point towards what they term a bias towards leniency. When there is no 
clear majority within the jury, deliberation process becomes skewed towards acquit-
tal. Based on two additional experiments, the authors suggest that this result may stem 
from the unique standard of proof applied to this decision-setting: beyond a reasonable 
doubt. To the extent that this standard reflects a well-entrenched social and legal norm, 
jury members advocating acquittal may have an asymmetric advantage during delib-
erations, which helps them swing the other members towards their view.

yet group polarization not only mitigates legal outcomes. As described in subsection 
7.3., in a large-scale experiment, Schkade, Sunstein, and Kahneman (2000) examined 
the effect of group deliberations on decisions relating to punitive damages by com-
paring juror’s predeliberation and postdeliberation determinations. The jury’s dol-
lar verdicts were typically higher, or even far higher, than the median predeliberation 
judgment of the individual jurors.

Although the normative implications of this finding are ambiguous given that the 
setting did not generate a clear benchmark as to what the appropriate amount of puni-
tive damages might be, the study’s findings relating to the uncertainty generated by 
group discussion raises a clear concern. As explained in subsection 7.3., the delibera-
tion process that brought the group to extremes also significantly increased the uncer-
tainty of its outcomes. Based on this result, the authors conclude that “deliberation is a 
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significantly poorer way of aggregating opinions than is statistical pooling at least if the 
goal is to decrease the arbitrary unpredictability of awards” (Schkade, Sunstein, and 
Kahneman 2000, p. 1160).

As noted above, this behavioral phenomenon depends on the background norms 
governing the group. As Schkade and his colleagues acknowledge, their findings can-
not be automatically generalized. For example, the defendant in all their studies was 
a corporation, and it is unclear whether similar attitudes would have been expressed 
with respect to individual defendants. Furthermore, different societies hold distinct 
views towards legal issues such as punishment (Mayhew and Kesteren 2002). Hence, 
whereas in some societies the lenient approach may have an advantage, in other societ-
ies the punitive argument may have the upper hand. In addition, one should be cau-
tious with respect to these findings when norms change over time. For instance, in a 
more recent study, Devine and his colleagues (2004) observed a severity rather than 
leniency effect among jurors. As the authors noted, this finding “could reflect an atti-
tudinal shift on the part of jurors since the 1970s,” when most of the groundbreaking 
work in this area was conducted (p. 2089). Apparently, the subtleties attached to group 
decision-making provide endless room for further research.

12 Judges versus Laypersons

A general question regarding cognitive biases pertains to the extent to which expertise 
diminishes the effect of those biases on decision-making. In legal contexts, the ques-
tion should be rephrased as to whether professional judges make the same mistakes 
that people lacking legal training are likely to make. In responding to this issue, we 
here review some of the main findings on judges’ susceptibility to cognitive biases 
while focusing our discussion on controlled experimental studies that sought to isolate 
this issue.9

The psychological research on expertise is somewhat ambiguous. In general, judg-
ments can reflect true expertise if they are reached within a decision-making envi-
ronment that (1)  is regular and predictable; and (2) offers people an opportunity to 
learn these regularities (Kahneman and Klein 2009). It is therefore important that 
decision-makers receive in a timely fashion feedback as to the quality of their choices. 
Empirical studies have shown that while some experts exhibit resilience to various 
biases (e.g., Korobkin and Guthrie 1997; Guthrie 2003), others do not (e.g., Anderson, 
Lowe, and Reckers 1993; Northcraft and Neale 1987).

The broadest body of work dealing with the cognitive aspects of professional judges’ 
decisions was presented by Chris Guthrie, Jeffrey Rachlinski, and Andrew Wistrich 

9 For field studies documenting the similarities and differences between jurors and judges in the 
area of punitive damages, see Eisenberg et al. (2006); Hersch and Viscusi (2004).
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(GRW). The major contributions in this literature include Guthrie, Rachlinski, and 
Wistrich (2001, 2007, 2009), Rachlinski, Guthrie, and Wistrich (2007, 2011), and 
Wistrich, Guthrie, and Rachlinski (2005). Throughout this chapter, we have cited 
many of their findings. At this point we would like to briefly highlight the “big picture” 
emerging from their studies of judicial behavior. According to GRW, judges are “gener-
ally susceptible to the heuristics and biases that tend to induce intuitive and impres-
sionistic judgments” (Guthrie, Rachlinski, and Wistrich 2009, p. 1521). Like most 
people, judges exhibit a tendency to base decisions on quick intuitions rather than on 
more complex deliberation. Judges’ results on the Cognitive Reflection Test mirrored 
those of other well-educated individuals (Guthrie, Rachlinski, and Wistrich 2009, 
pp. 1495–1500). In numerous studies conducted with different groups of judges, GRW 
demonstrated that anchoring, hindsight, framing, and other documented biases influ-
ence the way in which judges analyze legal vignettes (e.g., Guthrie, Rachlinski, and 
Wistrich 2001). These results were replicated with generalists as well as with judges who 
specialize in a specific area of law (Rachlinski, Guthrie, and Wistrich 2007; Guthrie, 
Rachlinski, and Wistrich 2009).

GRW did, however, document the aptitude of judges to overcome some of the pit-
falls of human decision-making. For example, while judges usually found it difficult to 
ignore inadmissible evidence (Wistrich, Guthrie, and Rachlinski 2005), they did suc-
ceed in doing so at times (Wistrich, Guthrie, and Rachlinski 2005; Guthrie, Rachlinski, 
and Wistrich 2009). Specifically, a substantial body of work has demonstrated that 
judges can successfully deal with the challenge of ignoring inadmissible evidence in 
the context of the determination of probable cause. Judges in the United States must 
examine whether a probable cause for a search exists either in foresight (for search war-
rant purposes) or in hindsight, when the outcome of the search is already known (for 
evidentiary purposes). In a study involving 900 state and federal judges, GRW showed 
that their subjects made similar rulings in both contexts (Rachlinski, Guthrie, and 
Wistrich 2011; see also Wistrich, Guthrie, and Rachlinski 2005; Guthrie, Rachlinski, 
and Wistrich 2007).

Although GRW clearly show that judges are influenced by cognitive biases, this find-
ing still leaves open the question of how judges fare on this front when compared to 
jurors. Several studies have attempted to examine this question directly by using the 
same survey instruments with judges and mock jurors. Hastie and Viscusi (1998), for 
example, compared the extent to which the hindsight bias influenced the decisions of 
both groups (see also Anderson et al. 1995; Viscusi 1999). They found that while mock 
jurors exhibited a clear hindsight bias, judges only exhibited trends towards hind-
sight (that were mostly statistically insignificant). In another study, Viscusi (2001a) 
compared judges and jurors along numerous dimensions of tort litigation and again 
found “fewer biases by judges in their treatment of risk” (p. 110). Judges were more open 
to conducting unbiased cost-benefit analyses of precautions and tended to perceive 
risk more accurately. In contrast, jurors more strongly exhibited a “zero-risk men-
tality” (Viscusi 2001a, p. 130), perhaps the product of a certainty effect (see  chapter 13  
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by Williams in this volume), and were more willing to spend unlimited amounts of 
money to eliminate small risks.

13 A General Assessment of Behavioral 
Research of Judicial Decision-Making

The behavioral study of judicial decision-making faces unique challenges. Judges are, 
of course, human beings. But they are also trained jurists and professional adjudica-
tors. A fundamental task of behavioral research is to examine how, if at all, legal train-
ing and judicial experience affect how judges make decisions. Making claims about 
judicial decision-making based on the findings of experiments conducted with layper-
sons is intrinsically problematic.

In this context, Schauer (2010) has claimed that a distinction should be drawn 
between tasks that both judges and other people (including lay jurors) perform, such 
as fact-finding and verdict-rendering, and tasks that lie within judges’ exclusive prov-
ince:  selecting, interpreting, applying, and developing legal norms. Even if judges’ 
decision-making is not fundamentally different from others’ when performing nonex-
clusive tasks, there is special interest in examining how judges perform their uniquely 
designated tasks. Possibly, judges’ legal training and experience, self-selection to 
become judges, and the institutional environment in which they operate, make a dif-
ference in this regard. In fact, so argues Schauer, if there is no significant difference 
between “thinking as a lawyer” or “reasoning as a judge,” and thinking and reasoning as 
a layperson, then there is no reason to investigate judicial decision-making more than 
there is to investigate mechanics’ or dentists’ decision-making. Schauer further claims 
that current behavioral research of judicial decision-making leaves much to be desired.

While behavioral research of judicial decision-making is indeed in a relatively early 
stage of its development, Shauer’s critique appears overstated for several reasons. First, 
as detailed in section 12, a considerable number of studies have used professional judges 
as subjects. There have also been some experimental studies of the “exclusive” judicial 
task of applying rules and standards to given sets of facts (see section 10). At the same 
time, we should concede that even laboratory experiments using professional judges as 
subjects differ strikingly from the real-world performance of judges; hence, any infer-
ence drawn from the former to the latter must be considered with caution (Vidmar 2011).

Inasmuch as judicial functions are fulfilled by juries, a huge body of empirical and 
experimental research has dwelt on jury decision-making, using jury-eligible people 
as subjects and observing actual jury deliberations (for an overview see Vidmar and 
Hans 2007; see also Greene and Bornstein 2003; Bornstein et al. 2008). Moreover, 
inasmuch as the hypothesized difference between judges and laypersons rests on the 
former’s legal training, experiments conducted with advanced-year law students and 
experienced advocates provide additional, relevant insights (see, e.g., Ellinghaus, 
Wright, and Karras 2005; Zamir and Ritov 2012; Zamir, Ritov, and Teichman 2014).

 



JUDICIAL DECISION-MAKING   693

A considerable number of studies have also directly compared judges and lay-
persons. As discussed in section 12, some of these studies found certain differences 
between professional judges and the general population (e.g., Wistrich, Guthrie, and 
Rachlinski 2005), while others found no divergence (e.g., Landsman and Rakos 1994). 
Even if no significant differences between judges’ and other people’s decision-making 
exist, there is much to be gained from examining how general psychological phenom-
ena interact with the unique procedural and institutional characteristics of judicial 
decision-making (Sherwin 2010). Such an examination could lead to reforms in institu-
tional design, court procedures, and even substantive legal rules. For instance, if judges 
are reluctant to impose liability based on circumstantial evidence, the law should per-
haps redefine the constitutive elements of liability in a way that would obviate the need 
to make inferences from this type of evidence (Zamir, Ritov, and Teichman 2014). Just 
as the large corpus of behavioral research on physicians’ decision-making informs the 
operation of health systems, there is a need for similar research in the judicial sphere, 
irrespective of whether or not judges differ from other decision-makers.

Finally, there is often additional support for the external validity of laboratory 
experiments of judicial decision-making. This includes studies conducted with expe-
rienced professionals in other domains, judges’ self-reported descriptions of judging, 
and analyses of actual judgments (Simon 2010).

At the end of the day, one should concede that further research is necessary to estab-
lish the validity and generality of behavioral claims about judicial decision-making. 
This need is particularly conspicuous regarding judges’ unique tasks of interpreting, 
developing, and applying legal norms. There is also room for qualitative research of 
judges’ actual behavior in court as a method for ascertaining the external validity of 
some laboratory findings (Vidmar 2011). At the same time, much has already been 
achieved in this sphere. Furthermore, behaviorally informed theories and policy rec-
ommendations, resting on imperfect experimental and empirical data, are generally 
preferable to theories and recommendations resting on no such data.
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CHAPTER 27

EV I DENCE L AW

FR EDR ICK E . VARS

1 Introduction

Psychology has long informed thinking on evidence law (Hutchins and Slesinger 
1928; Smith 1942; Skolnick 1961; Woocher 1977; Mendez 1984; Tanford 1990; Wellborn 
1991; Leo and Ofshe 1998; Robbennolt 2005). The first challenge of this chapter is there-
fore to narrow the scope. My focus will be the analysis of psychological phenomena that 
squarely call into question assumptions of normative economic and rational choice 
theory. This includes primarily, but not exclusively, heuristics and biases and related 
findings (Tversky and Kahneman 1974). Heuristics and biases are cognitive processes 
that expedite rationalization and analytic reasoning. These shortcuts reduce the costs 
of decision-making, but sometimes produce errors. Behavioral economics attempts to 
identify and measure how cognitive shortcuts lead to predictable variances from tradi-
tional rational choice theory.

Given this definition, the applicability of behavioral economics to the field of evi-
dence law should be apparent. Evidence law primarily concerns what pieces of infor-
mation should be allowed to be considered in the fact-finder’s decision process. Of key 
importance is the truth-seeking objective of trial. Given that rationality is predictably 
compromised by heuristics and biases, the relation between relevant evidence and the 
heuristics and biases triggered by such evidence can effectuate a better understanding 
of and a better formulation of evidence law in general.

In particular, behavioral economics has been applied to evidence law in at least four 
different ways: (1) to explain or justify current law; (2) to argue that current law coun-
teracts or fails to counteract the findings; (3) to advocate changes in practice under 
existing law; and (4) to argue for law reform. On the surface, the first two applications 
appear descriptive and the second two normative. Below the surface all four missions 
share common assumptions about the power and generalizability of the psychologi-
cal findings. Even superficially explanatory assertions are premised on the normative 
view that psychology should inform our understanding of evidence law. Whether it 
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should, and how law and practice should be changed, are incredibly complex ques-
tions. Illustrating the complexity and suggesting ways forward are the goals of this 
chapter.

After the introduction, section 2 of this chapter discusses exemplars of each of the 
four descriptive and normative uses of behavioral findings outlined above. Several 
types of evidence and rules of evidence have received more sustained attention by 
behavioralists, cutting across the four types of arguments. Section 3 next takes up sev-
eral of those types and rules of evidence: (1) eyewitness testimony; (2) experts; (3) stan-
dards of proof; and (4) subsequent remedial measures. The final and longest section, 
section 4, is devoted to character evidence, surveying the literature and offering a new 
illustration. The example is the exclusion of past offense evidence from sex offense tri-
als, but the broader goal is to caution against simplistic application of psychology to law 
and to suggest directions for richer and more nuanced future research. Moving from 
description to prescription presents serious challenges.

2 Descriptive and Normative Uses of 
Behavioral Insights in Evidence Law

2.1 Do Biases Explain or Justify Current Evidence Law?

Purely explanatory uses of behavioral findings are rare. One article argues that many 
guilty criminal defendants do not exercise their right to silence due to the “availability 
heuristic”: they underestimate risks irrationally perceived as remote (Seidmann and 
Stein 2000, p. 448). Being caught in a lie seems more remote than a certain appear-
ance of guilt by remaining silent. Another example of the availability heuristic may be 
helpful: people read many news stories about particular families losing their homes to 
foreclosure. Because such instances are easy to recall, the newspaper readers overesti-
mate the likelihood of foreclosure (Tversky and Kahneman 1973). The right-to-silence 
authors go on to make the normative claim that their game-theoretic model of the Fifth 
Amendment, including this feature, leads to more accurate determinations of guilt 
(Seidmann and Stein 2000, pp. 498–502).

The psychological phenomenon of overcorrection has been described as fol-
lows: “Subjects who are initially presented with a piece of information, but are later 
required to discount this information, generally tend to subtract too much” (Guttel 
2004, p.  247). Slipping seamlessly from descriptive to normative, one commentator 
claims that avoiding overcorrection can help “explain” (Guttel 2004, p. 245) and “jus-
tify” (p. 261) “rules concerning discovery, the review powers of appellate courts, the 
exclusion of hearsay, and other evidentiary rules of the common law” (p. 245). The idea 
is to weed out weak evidence before its admission and later exclusion unduly influences 

 

 



EVIDENCE LAW   705

jurors. Some authors jump straight to justification: for example, cognitive biases such 
as availability and representativeness indicate that juries will overreact to evidence of 
the sexual conduct of victims of sexual assault, thereby justifying suppression of it in 
most cases (Kessler 1992, pp. 94–96).

Sometimes the claim is that current law reflects rather than combats biases in 
decision-making. Starting with the bias: “A person who follows [the representative-
ness] heuristic evaluates the probability of an uncertain event.  .  . by the degree to 
which it is (i) similar in essential properties to its parent population and (ii) reflects 
the salient features of the process by which it is generated” (Kahneman and Tversky 
1982 p. 33). The classic example of where this strategy fails is overestimating the like-
lihood that a person described in terms similar to a stereotypical engineer is in fact 
an engineer even though he is drawn from a population containing relatively few 
engineers (Tversky and Kahneman 1982, p. 5). The representativeness heuristic has 
been linked to the legal doctrine of res ipsa loquitur: “According to the Restatement 
(Second) of Torts, when judging liability for an event that resulted in injury to a 
plaintiff, a fact-finder may infer that the defendant was negligent if ‘the event is of 
a kind which ordinarily does not occur in the absence of negligence’ ” (Rachlinski 
2000, p. 90). Putting the two together, one author argues that, “[a] s it is ordinarily 
stated, res ipsa loquitur represents a profound misunderstanding of the laws of prob-
ability in precisely the way that the representativeness heuristic predicts” (Rachlinski 
2000, p. 90; see also Kaye 1979). The obvious implication is that the doctrine should 
be changed.

Craig Callen (1994) offers one of the most sensitive, nonempirical applications 
of psychological findings to evidence law, involving the hearsay rule and its excep-
tions. Hearsay is a “statement, other than one made by the declarant while testifying 
at the trial or hearing, offered in evidence to prove the truth of the matter asserted” 
(Fed. R. Evid. 801). Callen shows that norms of cooperation in communication better 
explain existing doctrine than prevailing theories, but also justify some changes to that 
doctrine.

The lesson of these examples is that legal scholars generally cite behavioral find-
ings in the service of normative claims. This no doubt reflects both the nature of legal 
scholarship generally and the fact that these findings are dubbed “biases,” “errors,” and 
“illusions.” Their very names would seem to justify correction.

2.2 Does the Adversarial Process Counteract Biases?

But perhaps the legal process already counteracts the effects of these biases. Some com-
mentators think so, at least in certain areas (Froeb and Kobayashi 1996; Rachlinski 
2000). Specifically, one commentator argues that the adversary process combats the 
tendency to give more weight to evidence that confirms a belief than to comparable evi-
dence that refutes it (Bersoff 1992). Another commentator argues that the pretrial dis-
covery of evidence and the settlement process reduce the impact of the overcorrection 
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bias (Guttel 2004). Others are less sure (Rachlinski 2011; Eisenberg, Rachlinski, and 
Wells 2001). A third group thinks that the legal system does not counteract biases in at 
least some areas—in particular, the strategic manipulation of fact-finders using psy-
chology (Gold 1987) and the pervasive belief that what actually happened was inevi-
table and should have been foreseeable (i.e., the “hindsight bias”) (Hastie, Schkade, and 
Payne 1999). One commentator more radically asserts that cognitive limitations affir-
matively promote the truth-seeking process by making it more difficult to lie success-
fully (Sanchirico 2004). Memory is more internally consistent, and thus resistant to 
cross-examination, than imagination. This diversity of opinion reflects the complexity 
of drawing normative, or even descriptive, conclusions for the legal system based on 
behavioral findings.

2.3 Should Practice under the Current Evidence Rules Be 
Changed?

After demonstrating that judges are subject to a range of heuristics and biases, one 
group of commentators suggests that “judges might learn to educate themselves about 
cognitive illusions so that they can try to avoid the errors that these illusions tend to 
produce” (Guthrie, Rachlinski and Wistrich 2001). This modest proposal is followed by 
more aggressive ones, but it is important to note that simply learning about biases may 
help mitigate their effects (although the point is disputed). Not every behavioral find-
ing justifies changes in the law.

2.4 Should the Rules of Evidence Be Changed?

Because so few authors limit themselves to description (i.e., how a bias impacts 
fact-finding), this category overlaps substantially with the first category above 
(i.e., whether a bias justifies current evidence law). The only apparent difference 
is whether the commentator believes the status quo or a recommended alterna-
tive better counteracts a given bias. In addition to the other recommendations 
described in this chapter, one commentator has called for eliminating the exclu-
sionary rule for evidence obtained from an illegal search and seizure and replac-
ing it with a cause of action for damages (Slobogin 1999). Under current law, 
only individuals found to possess incriminating evidence seek suppression. This 
selection bias, combined with the representativeness and availability heuristics 
(described above), will lead judges to systematically deny suppression motions. 
Exposing judges to damage actions brought by innocent individuals would miti-
gate the biased inference of guilt (Slobogin 1999). Others suggest changes with-
out expressly advocating them (Guthrie, Rachlinski, and Wistrich 2001; Jolls, 
Sunstein, and Thaler 1998).
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3 Central Applications of Behavioral 
Insights to Evidence Law

The following types and rules of evidence have received more sustained attention from 
commentators, implicating the same four descriptive and normative uses of behav-
ioral evidence. Examining these uses one context at a time will hopefully solidify an 
understanding of these important pockets of evidence law and illustrate the evolution 
of thinking in each area.

3.1 Eyewitness Testimony

Fact-finders overvalue direct evidence, like eyewitness testimony, and undervalue 
circumstantial evidence (Heller 2006; see also Zamir, Ritov, and Teichman 2012). 
(Of course, this assumes that one knows the “correct” value of evidence, which usu-
ally will not be true. Controlled experiments can, however, provide good estimates in 
some domains.) The alleged culprits for erroneous weighting include the simulation 
(Heller 2006, pp. 259–64) and representativeness (Guthrie, Rachlinski, and Wistrich 
2001) heuristics. One version of the simulation heuristic is estimating the probability 
of an event by trying to imagine a causal scenario; the easier it is to imagine such a sce-
nario, the more probable the event appears (Heller 2006, p. 260). Some have prescribed 
changes in practice: more and better studies on witness identifications (Schacter et al. 
2008) and reformed jury instructions (Heller 2006, pp. 304–5). Others more radically 
propose requiring corroboration for eyewitness testimony (Barzun 2008, p. 1993). Of 
these, the call for more research has the soundest footing given the limitations of pres-
ent knowledge and complexity of translating findings into practice.

3.2 Experts

Expert testimony is perhaps the area of evidence law where the calls for change are 
most diverse. Commentators have argued that heuristics and biases justify (1) more 
expert testimony, (2) more careful screening of putative expert testimony by judges, 
and (3) replacing expert opinion testimony with data. This divergence in prescriptions 
reflects a peeling back of the onion: (1) lay jurors are biased; (2) judges are less biased 
than jurors; and (3) experts themselves, including judges, are subject to bias.

An early article in this line suggested that expert testimony combats lay jurors’ reli-
ance on the representativeness heuristic and related neglect of base rates (recall the 
engineer example) (Saks and Kidd 1980, p.  134). It cited others’ calls for additional 
base-rate experts, special masters, court advisors, and special courts (p.  134). The 
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authors’ own prescription was more modest: “experts ought to be permitted to offer 
their data, their algorithms, and their Bayesian [probability] theorems. The errors that 
may be introduced will be subject to adversarial cross-examination” (p. 148).

Notably, this article preceded the US Supreme Court’s adoption in Daubert v. Merrell 
Dow Pharmaceuticals (1993) of a more active judicial gatekeeping role for expert tes-
timony (Fed. R.  Evid. 702). Behavioralists have largely embraced that role on the 
theory that judicial expertise and accountability can mitigate the ill effects of biases 
(Beecher-Monas 2003, p. 989; see also Gold 1987, pp. 510–12). This might appear like a 
flip from “more experts” to “fewer experts,” but the new position can be described as an 
evolution toward “more and better experts” (for related suggestions to improve presen-
tation of statistical evidence, see Lyon and Koehler 1996).

Perhaps not surprisingly, there have been new calls for additional experts, this time 
to help judges determine which expert testimony is reliable enough to be admitted. The 
rationale is that while judicial expertise is good, it is not good enough to evaluate scien-
tific or other technical expert methodology. Such experts could avoid hindsight bias in 
particular, one set of commentators argue (Worthington et al. 2002).

Good experts are the solution to all problems, one might conclude from the forego-
ing. But experts are still human and thus prey to systematic bias (National Academy 
of Sciences 2009). Overconfidence and overoptimism are two particularly troubling 
tendencies for adjudication. Data may have other problems, but not these. One empiri-
cal study concludes: “In many settings, the fallible opinions of isolated experts should 
be supplemented or replaced by statistical data” (Meadow and Sunstein 2001, p. 631). 
The authors support this conclusion with data showing that experts substantially and 
systematically underestimate time to treatment for a particular medical condition 
(pp. 637–38).

The evolution of recommendations with respect to expert testimony illustrates a 
critical and sometimes neglected step in the behavioral economics of evidence law. The 
easy part is identifying a bias that affects laypeople. The hard part is crafting a solution 
that fixes more problems than it creates. An obvious first response to juror bias is to 
throw more sophisticated, and hopefully less biased, experts at the problem. But some 
of what they offer will be junk science and their opinions may be subject to the same or 
different biases that affect laypeople. Disqualifying bad experts (perhaps with the help 
of independent experts), or even replacing expert opinion with unbiased statistics, may 
end up being the best solution.

3.3 Standards of Proof

The standard of proof instructs fact-finders how to decide cases given uncer-
tainty. Rational choice theory has an elegant solution to the question of where to 
set the standard of proof: find for the plaintiff if and only if the probability that 
he or she meets the elements of his or her case is above an algebraic combination 
of the utilities of the four possible outcomes (Kaplan 1968; Cullison 1969). The 
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details of the formula are not important for present purposes, but the four out-
comes are, of course, true positive (i.e., a correct finding for the plaintiff), false 
positive, true negative, and false negative. Setting aside other criticisms (Tribe 
1971; Guttel and Teichman 2012), one commentator argues from cognitive psy-
chology results that standards of proof should be selected from a menu of no more 
than three, not from the continuum implied by rational choice theory (Clermont 
1987, p. 1149). Selecting among standards is more complicated than the equation 
above (Vars 2010).

The two most studied existing standards are the criminal standard and the 
normal civil standard. In the common-law world, a criminal defendant should be 
convicted only if guilt is established “beyond a reasonable doubt.” In contrast, the 
plaintiff in a typical civil case should prevail if they make their case by a “pre-
ponderance of the evidence.” The latter standard has been equated to a probabil-
ity greater than 50%, which is generally believed to minimize the total number of 
trial errors. However, behavioral research suggests that the “omission bias” leads 
individuals to demand a significantly higher probability (66%–75%) (Zamir and 
Ritov 2012, pp. 186–87). The omission bias is a tendency to favor inaction. In civil 
litigation, the researchers argue, accepting a claim is viewed as action, whereas 
rejecting a claim is inaction in that it preserves the legal status quo. The experi-
mental finding of a higher threshold is important, but its normative implications 
are unclear (p. 197).

Along similar lines, studies have found that mock jurors’ verdicts are not 
impacted by verbal statements of the standard of proof (Kagehiro 1990). Quantifying 
the standards as probability thresholds, on the other hand, generated smaller win 
rates as the proof standard was raised. This might appear to be a victory for tradi-
tional rational choice theory, but at least one study has found verbal formulations 
effective and offered a psychological explanation. Rather than waiting until the end 
of trial to combine all of the evidence in Bayesian fashion, jurors begin trying to 
make sense of each piece of evidence as it is presented. Information supportive of 
the initial conclusion is then overvalued and conflicting information undervalued 
in what has been dubbed “a coherence shift” (Simon 2004, pp. 511–86; Engel 2009, 
p. 456). The tendency to overlook evidence of acquittal was apparently mitigated 
in an experimental setting by an actual beyond-a-reasonable-doubt instruction 
emphasizing subjective emotion, not probability: “you must be convinced of [his] 
[her] guilt to the same degree you would be convinced about a matter of importance 
in your own life in which you would act with confidence and without restraint or 
hesitation” (Engel 2009, p. 441, quoting Pennsylvania jury instruction). The study 
concludes that both the objectivists and subjectivists can learn from each other. The 
important point is that a behavioral understanding of juror decision-making may 
be essential in crafting standards of proof that accomplish their legal and social 
objectives (Korobkin and Ulen 2000, p.  1097; Jolls, Sunstein, and Thaler 1998, 
pp. 1429–30).
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3.4 Subsequent Remedial Measures

People overestimate the predictability of past events. This tendency is known as “hind-
sight bias” (Fischhoff 1975). One set of commentators argue that excluding evidence of 
remedial measures taken after an injury to prove negligence before the injury (Federal 
Rules of Evidence 407) “represents an adaptation to the effects of the hindsight bias” 
(Guthrie, Rachlinski and Wistrich 2001). It appears that the commentators are mak-
ing both descriptive and normative claims: this is how the law came to be, and it is 
a good thing. Logic provides some support for both claims. The hindsight bias is a 
robust psychological phenomenon and would predictably lead fact-finders sometimes 
to conclude that a defendant should have predicted an injury because the defendant 
took measures after it to prevent its recurrence. The defendant should have seen it 
coming sooner, the biased fact-finder might reason. To be sure, updating probability 
estimates based on new data is perfectly rational, if done correctly (Sanchirico 2003, 
pp. 1197–200).

So far so good, but there’s a missing step, as one of the authors previously observed: 
“suppressing subsequent remedial measures in accident cases slightly reduces the pool 
of relevant evidence that the fact-finder has available to decide the case. If the effect of 
the hindsight bias is small, these adaptations might be overreactions to the problem of 
judging liability in hindsight” (Rachlinski 2000, p. 73). Dan Kahan picked up on this 
important observation, concluding that excluding or admitting subsequent remedial 
measures on a case-specific basis may be optimal (Kahan 2010).

Kahan’s argument is significant on its own terms, but also as an exemplar of care-
ful application of psychological findings to law. The critical insight is that evidence 
of subsequent remedial measures makes negligence somewhat more likely, even if 
not by as much as the hindsight bias leads fact-finders to believe, so a per se rule 
of exclusion will generate erroneous outcomes. Kahan, while expressly eschewing 
explanation, offers the following prescription: “If a judge excludes [subsequent reme-
dial measures] proofs in cases in which the plaintiff’s case is otherwise weak, and is 
receptive to admission of such proofs in cases in which the issue of the defendant’s 
substandard conduct is otherwise close, she will minimize the sum total of errone-
ous outcomes—either mistaken findings of liability or mistaken findings of nonli-
ability—relative to a rule that categorically excludes or admits such proofs” (2010, 
p. 1637).

But Kahan cannot resist the gravitational pull of current practice when he argues that 
this is what judges do all the time in balancing probative value and prejudicial effect under 
Federal Rule of Evidence 403, which basically requires that the value of evidence be net 
neutral or positive to be admissible (pp. 1638–39). Here Kahan falls short. He effectively 
assumes that the subsequent remedial measures evidence is the last piece of evidence 
offered so that “the full evidentiary context” is otherwise complete (p. 1639). This may 
not always be true. Relatedly, Kahan also assumes that judges measure probative value in 
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terms of how likely evidence is to change the outcome (“contribution. . . to accurate fact-
finding” [p. 1649]). More plausibly, judges ask how far new evidence moves the meter. If 
hindsight bias is strong enough and probative value fixed, then unfair prejudice may sub-
stantially outweigh probative value in every case: weak, close, or overwhelming. Kahan 
may or may not be correct in all of his conclusions, but at least he frames the question well.

4. Character Evidence

In the behavioral economics literature, perhaps the most discussed rule of evidence is 
the exclusion of character evidence. For example, under New york law, “The prosecutor 
in a criminal case may not introduce, during her case in chief, evidence of the defen-
dant’s general character or propensity for criminal behavior. . . [or] specific incidents of 
defendant’s bad conduct” (Barker and Alexander 2012). In many jurisdictions, numer-
ous exceptions may in practice overwhelm the rule, but for simplicity this illustration 
concerns only the general rule.

Past behavior is the best predictor of future behavior, so this rule on its face would 
seem accuracy-defeating (Tillers 1998, p. 792). Scholars have offered numerous justi-
fications for the exclusion of character evidence (Sanchirico 2003, pp. 1239–59). Only 
one type of justification is relevant here: for psychological reasons juries will system-
atically overweight character evidence. The fundamental attribution error and rep-
resentativeness heuristic are the most commonly cited and persuasive psychological 
culprits (Sanchirico 2003, pp. 1242–43; see also Saks and Kidd 1980, p. 136; Gold 1983, 
pp. 525–30; Park 1996; Korobkin and Ulen 2000, pp. 1086–87). Representativeness has 
been discussed above. The fundamental attribution error is the tendency to overvalue 
personality-based explanations for behavior and undervalue the importance of the 
situation. But does the undue weight overwhelm the probative or other positive values?

To assess this question a framework is needed. Accuracy in trial outcomes is an 
important purpose of evidence law. Minimizing the total number of errors is perhaps a 
sufficient definition of accuracy in the civil context, but avoiding false convictions (FP) 
is generally considered more important than avoiding false acquittals (FN). This justi-
fies the requirement that guilt be proved beyond a reasonable doubt, which in one large 
survey judges most often defined as 90% certainty (McCauliff 1982, p. 1325, table 2; but 
see Simon and Mahan 1971).

Notwithstanding this high standard of proof, sex crime conviction rates for people 
brought to trial in two recent years (2009 and 2011) in New york City were 86% and 89% 
(Doll 2012). As alluded to above, evidence of past offenses is frequently admitted despite 
the general bar on character evidence of this kind. But assume for illustration that it isn’t. 
What would be the impact of adding prior offense evidence (as Federal Rule of Evidence 413 
now allows)? The probability of conviction for defendants with prior sex offenses admitted 
would be given by the following formula, a straightforward application of Bayes’s Rule:
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One study found that roughly 12% of sex offenders in prison had a prior sex offense, 
which serves as a decent proxy for the probability of a prior given conviction 
(P(Prior|Conviction)) (Greenfeld 1997, p. 22, fig. 23). Assume next that a particular sex 
offense defendant has the same likelihood of conviction as the group of sex offenders who 
went to trial in New york City in 2011 (P(Conviction) = 89%). The third term, P(Prior), is 
the toughest one to estimate. Sex offenders make up a tiny fraction of the population 
(p. 2), but the pool of individuals on trial for a sex offense is obviously not a random 
cross-section of the population. It is helpful to divide the pool by conviction or acquittal.

P P P P( ) ( ) ( ) ( ) (Prior Conviction Prior Conviction P Acquittal= × ×| + PPrior Acquittal| ).

The first two terms have already been defined at 89% and 12%, respectively. The prob-
ability of acquittal is 11% (1 minus 89%). We have successfully pushed back the prob-
lem, but we are still left with an unknown: the probability that a defendant who will be 
acquitted has a prior sex offense (P(Prior|Acquittal)). Given that the recidivism rate for 
sex offenders is orders of magnitude higher than the first offense rate (Langan, Schmitt, 
and Durose 2003, pp. 1, 2), it is almost certain that the unknown value is less than 12%. 
But by how much? Three possibilities will frame the issue.

First, assume that acquitted individuals are just as likely as convicts to have a prior 
offense, that is, 12%. Introducing prior sex offense evidence would have no impact on the 
probability of conviction. The evidence has no probative value. At the other extreme, 
assume that acquitted individuals have the same very small likelihood of a prior sex 
offense conviction as the general population. Admitting evidence of a prior sex offense 
in this second scenario would all but ensure conviction (p > 99%). Assuming a history 
of priors halfway between these extremes (6%) and evidence thereof would push the 
probability of conviction from 89% to around 94%. (Notably, the effect is not symmet-
ric. In this third scenario, for example, introducing evidence of no priors would reduce 
the probability of conviction by less than a percentage point.)

Suppose this third, midpoint, scenario accurately reflects reality. If juries were 
good Bayesians and correctly gauged the probative value of past offenses—the lat-
ter of which here is to say, assigned the correct values to P(Prior|Conviction) and 
P(Prior|Acquittal)—then past offense evidence would increase correct convictions for 
past offenders and slightly increase correct acquittals for past nonoffenders. The net 
result would be an essentially costless improvement in trial accuracy. The problem is 
that juries are not good Bayesians in general and systematically overweight prior sex 
offense information in particular.

As alluded to above, people tend to neglect base rates (like the percentage of engi-
neers in the population)—or, more precisely, to give base rates less weight than Bayes’s 
Rule dictates. In the present context, that would mean assigning too little weight to the 
past offense evidence. The probative value of the past offense evidence turns on two 
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base rates: P(Prior|Conviction) and P(Prior|Acquittal). In contrast, the other variable 
in the equation, P(Conviction), is based on event-specific evidence like eyewitness iden-
tification, forensics, and victim testimony. In the extreme case juries would give no 
weight to past offense evidence (scenario 1 above) and its exclusion or admission would 
make no difference in outcomes.

A more likely and more serious error in this context is overweight. As noted above, 
the fundamental attribution error and the availability and representativeness heuris-
tics point in that direction. In fact, people vastly overestimate recidivism among sex 
offenders: according to one survey, the public believes 74% of sex offenders will com-
mit another sex offense (Levenson et al. 2007, p. 13, table 2); in contrast, only 5.3% of 
released sex offenders were rearrested within three years for a sex crime (Langan, 
Schmitt, and Durose 2003, pp. 1, 2). Of course, that means people believe sex offend-
ers are much more likely than nonoffenders to have a prior offense (assuming that 
convictions are closely correlated with guilt, this implies that P(Prior|Conviction)>> 
P(Prior|Acquittal)). Again taken to the extreme, this would ensure conviction at trial 
of almost every sex offender with a prior offense where the other evidence justified only 
an 89% conviction rate (scenario 2 above).

This is the danger that leads most commentators to defend the exclusion of prior 
offense evidence (Saks and Kidd 1980; Korobkin and Ulen 2000, Gold 1983). If over-
weight is really this extreme, then the commentators are probably right. In the present 
illustration, admitting priors leads to over 99% convictions when the correct convic-
tion rate is 94%. However, by not allowing priors, the actual conviction rate remains 
a suboptimal 89%. Adding 5% correct convictions and 5% incorrect convictions 
would be justified only if false convictions and false acquittals were weighted equally 
(Friedman 2003, p.  969). They are not, as the beyond-a-reasonable doubt standard 
implies. If, however, the degree of overweight were slight, the trade-off might make 
sense. The important point is that the mere fact of overweight does not decide the ques-
tion (Friedman 2003; Sanchirico 2001, p. 1246; Kahan 2010, p. 1634), even in this very 
stylized example.

In the real world, a whole host of other considerations is relevant in deciding whether 
to admit character evidence. The rules of evidence serve goals beyond accuracy at trial 
and operate as part of a complex system. To take two examples: (1) if past offense evi-
dence were admitted in every case, prosecutors would more aggressively prosecute 
alleged repeat offenders, but, (2) due to case selection, this may or may not mean more 
of them would go to trial. Presumably, more individuals with past offenses would be 
charged but more would accept plea bargains. The other evidence of guilt for individu-
als with clean records would likely need to be stronger to justify indictment and pros-
ecution. All of these responses to a change in the rules would affect the variables in the 
illustration above, with uncertain impact on net social welfare.

The rules of evidence also affect primary behavior (Kaplow 2012). Increasing the 
likelihood of sanction for individuals with prior offenses would presumably deter some 
from committing additional sex offenses. How strong is this effect likely to be? And 
how many sex offenses must be prevented to justify one false conviction? Christopher 



714   FREDRICK E. VARS

Sanchirico argues that allowing character evidence would have the opposite effect and 
would actually increase crime. This conclusion is apparently premised on the notion 
that evidence of a prior offense, standing alone, would be sufficient for a conviction 
(Sanchirico 2001, p. 1266). Theory alone cannot answer the question.

The important lesson of this example is that identifying a bias is merely the first step. 
The second step is estimating the magnitude of the effect. To determine whether the 
bias justifies current law or a change thereof requires consideration of how that effect 
impacts a complex fact-finding process. How many outcomes change? How do we 
value each type of outcome? How would a change in practice or the law affect primary 
behavior? The values question is normative, but the other questions are, or should be, 
empirical. Progress in the behavioral analysis of evidence law will be achieved through 
careful natural and controlled experimentation.

5 Conclusion

Other scholars have concluded that empiricism is the way forward for behavioral 
economics and law (Goldman 2003, p. 224). Sensitivity to context is critical. As one 
commentator colorfully urges, “empirical legal research should fashion itself after car-
tography, seeking to create detailed maps of legal behavior in context” (Mitchell 2003, 
p. 1147). This is perhaps nowhere truer than in the law of evidence. First, one cannot be 
sure without testing that a particular bias affects decision-makers in a particular situ-
ation. Second, any assessment of impact or proposed reform must recognize that the 
introduction of a piece of evidence is just one part of a complex process. “[B] ecause the 
rules of evidence and procedure are merely parts of the larger legal system, the collat-
eral consequences of tinkering with some parts while leaving others untouched must 
be taken into account” (Wistrich, Guthrie, and Rachlinski 2005, p. 1330).

Even with careful methodology, success is by no means assured. When psychologi-
cal findings conflict with fundamental principles of the legal system, the system may 
reject the findings, no matter how robust (Rachlinski 2011, pp. 1690–96). A final word 
of caution about legal empiricism, which is not unique to behavioral economics or to 
evidence law: in the legal setting, measuring outcomes is difficult or sometimes even 
impossible. A primary goal of the law of evidence is accurate decision-making, but how 
does one measure accuracy? One commentator claims that “one reason that truth is 
problematic as a legal goal is that the fit between the truth and a jury verdict is impos-
sible to measure” (Moreno 2003, p. 1186). This may be true in some cases, but DNA 
exonerations and related research (Risinger 2007) demonstrate that assessing the accu-
racy of trial outcomes is at times attainable.
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CHAPTER 28

N U DGE S .G OV
Behaviorally Informed Regulation

CASS R . SUNSTEIN

1 Introduction

In recent decades, cognitive psychologists and behavioral economists have been incor-
porating empirical findings about human behavior into economic models. These find-
ings are transforming people’s thinking about regulation and its likely consequences. 
They also offer some suggestions about the appropriate design of “nudges”—low-cost, 
choice-preserving, behaviorally informed approaches to regulatory problems, includ-
ing disclosure requirements, default rules, and simplification (Thaler and Sunstein 
2008; Sunstein 2013).

A general lesson is that choice architecture, understood as the background against 
which decisions are made, has major consequences for both decisions and outcomes. 
As a result, small, inexpensive policy initiatives can have large and highly benefi-
cial effects in areas that include health, energy, the environment, savings, and more. 
The purpose of this chapter is to explore relevant evidence, to catalogue behaviorally 
informed practices and reforms, and to discuss some implications for regulatory pol-
icy. And while the primary focus is on small, inexpensive regulatory initiatives, there is 
a still more general theme, which involves the importance of ensuring that regulations 
have strong behavioral foundations.

I write in part on the basis of my experience as administrator of the White 
House Office of Information and Regulatory Affairs, where I was privileged to 
serve between 2009 and 2012. In that period, a number of people in the Obama 
administration took the findings of behavioral economics quite seriously. We 
adopted a large number of initiatives that count as nudges. One of my main goals 
here is to catalogue those initiatives and to explore their implications for the 
future.
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In the United States, regulatory efforts have been directly informed by behavioral 
findings, and behavioral economics has played an unmistakable role in numerous 
domains. The relevant initiatives enlist tools such as disclosure, warnings, and default 
rules, and they can be found in multiple areas, including fuel economy, energy effi-
ciency, environmental protection, healthcare, and obesity. As a result, behavioral find-
ings have become an important reference point for regulatory and other policymaking 
in the United States.

In the United Kingdom, Prime Minister Cameron has created a Behavioural 
Insights Team with the specific goal of incorporating an understanding of human 
behavior into policy initiatives. The official website states that its “work draws on 
insights from the growing body of academic research in the fields of behavioural eco-
nomics and psychology which show how often subtle changes to the way in which 
decisions are framed can have big impacts on how people respond to them.” (Cabinet 
Office, n.d.) The Team has used these insights to promote initiatives in numerous 
areas, including smoking cessation, energy efficiency, organ donation, consumer pro-
tection, and compliance strategies in general. A great deal of money is being saved. 
Other nations have expressed keen interest in the work of the Team, and its opera-
tions are expanding. In 2013, the United States created a behavioral insights team of 
its own.

Behavioral economics has drawn attention in Europe more broadly. The 
Organisation for Economic Development and Cooperation (OECD) has published a 
Consumer Policy Toolkit that recommends a number of initiatives rooted in behavioral 
findings (OECD 2010). In the European Union, the Directorate-General for Health 
and Consumers has also shown the influence of behavioral economics (DG SANCO 
2010). A report from the European Commission, called Green Behavior, enlists behav-
ioral economics to outline policy initiatives to protect the environment (European 
Commission 2012; inudgeyou.com, n.d.). Private organizations are also using behav-
ioral insights to promote a variety of environmental, health-related, and other goals 
(see inudgeyou.com, n.d.; greeNudge.no).

It is clear that behavioral findings are having a large impact on regulation, law, 
and public policy all over the world, and that impact is likely to grow over the next 
decades. The interest cuts across conventional political categories, and because 
behavioral findings suggest the possibility of low-cost, high-impact interventions, 
they are likely to attract considerable attention in economically challenging times. 
For this reason, it is particularly important to have a sense of what we know, what we 
do not know, and how emerging understandings can inform sensible policies and 
reforms.

The structure of this chapter is as follows. It begins with a brief outline of empirical 
findings of particular relevance to regulatory policy. It then discusses, in sequence, 
four sets of applications, involving disclosure, default rules, salience, and social 
norms.
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2 What We Know

2.1 Findings

For purposes of regulation, the central findings of behavioral research fall in four cat-
egories. What follows is not meant to be a comprehensive account; the focus is on those 
findings that bear directly on regulatory policy.

2.1.1 Inertia and Procrastination
2.1.1.1. Default rules often have a large effect on social outcomes.

 Both private and public institutions often establish “default rules”—rules 
that determine the result if people make no affirmative choice at all. In part 
because of the power of inertia, default rules can be extremely important. In the 
domain of retirement savings, for example, the default rule has significant con-
sequences. When people are asked whether they want to opt in to a retirement 
plan, the level of participation is far lower than if they are asked whether they 
want to opt out. Automatic enrollment significantly increases participation (for 
further details and citations see  chapter 11 by Zamir and  chapter 12 by Korobkin 
in this volume).

More generally, people may decline to change from the status quo even if the 
costs of change are low and the benefits substantial. In the context of energy and 
the environment, for example, we might predict that people would neglect to switch 
to fuel-efficient alternatives even when it is in their interest to do so. It follows that 
complexity can have serious adverse effects, by increasing the power of inertia, and 
that ease and simplification (including reduction of paperwork burdens) can pro-
duce significant benefits. These benefits include increased compliance with law and 
greater participation in public programs (see Sunstein 2011 and Sunstein 2013, for 
examples).

2.1.1.2. Procrastination can have significant adverse effects.

According to standard economic theory, people will consider both the short term 
and the long term. They will take account of relevant uncertainties; the future may be 
unpredictable, and significant changes may occur over time. They will appropriately 
discount the future. In practice, however, some people procrastinate or neglect to take 
steps that impose small short-term costs but that would produce large long-term gains. 
They may, for example, delay enrolling in a retirement plan, starting to exercise, ceas-
ing to smoke, or using some valuable, cost-saving technology. When procrastination 
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is creating significant problems, automatic enrollment in relevant programs might be 
helpful.

2.1.1.3. When people are informed of the benefits or risks of engaging in  
certain actions, they are far more likely to act in accordance with that  
information if they are simultaneously provided with clear, explicit  
information about how to do so.

For example, those who are informed of the benefits of a vaccine are more likely to 
become vaccinated if they are also given specific plans and maps describing where to 
go (Leventhal, Singer, and Jones 1965; Nickerson and Rogers 2010). Similarly, behavior 
has been shown to be significantly affected if people are informed, not abstractly of 
the value of “healthy eating,” but specifically of the advantages of buying 1% milk (as 
opposed to whole milk) (Heath and Heath 2010). In many domains, the identification 
of a specific, clear, unambiguous path or plan has an important effect on social out-
comes; complexity or vagueness can ensure inaction, even when people are informed 
about risks and potential improvements.

2.1.2 Framing and Presentation
2.1.2.1. People can be influenced by how information is presented or “ framed.”

 If, for example, people are informed that they will gain a certain amount of money by 
using energy-efficient products, they may be less likely to change their behavior than if 
they are told that they will lose the same amount of money by not using such products 
(Gonzales, Aronson, and Costanzo 1988). It follows that a product that is labeled “90 
percent fat-free” may well be more appealing than one that is labeled “10 percent fat.” It 
also follows that choices are often not made based solely on their consequences; assess-
ments may be affected by the relevant frame (Redelmeier, Rozin, and Kahneman 1993; 
Levin, Schneider, and Gaeth 1998).

2.1.2.2. Information that is vivid and salient can have a larger impact on behavior 
than information that is statistical and abstract.

With respect to public health, it is well-known that vivid displays can be more effective 
than abstract presentations of statistical risks. This point bears on the design of effec-
tive warnings. Attention is a scarce resource, and vivid, salient, and novel presentations 
may trigger attention in ways that abstract or familiar ones cannot.

In particular, salience greatly matters. Why, for example, do people pay bank over-
draft fees? One of the many possible answers is that such fees are not sufficiently salient 
to people, and the fees are incurred as a result of inattention or inadvertent mistakes. 
One study suggests that limited attention is indeed a source of the problem, and that 
once overdraft fees become salient, they are significantly reduced (Stango and Zinman 
2011). When people take surveys about such fees, they are less likely to incur a fee in 
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the following month, and when they take a number of surveys, the issue becomes suf-
ficiently salient that overdraft fees are reduced for as much as two years. In many areas, 
the mere act of being surveyed can affect behavior by, for example, increasing use of 
water treatment products (thus promoting health) and the take-up of health insur-
ance; one reason is that being surveyed increases the salience of the action in question 
(Zwane et al. 2011).

A more general point is that many costs (or benefits) are less salient than purchase 
prices; they are “shrouded attributes” to which some consumers do not pay much 
attention. Such “add-on” costs may matter a great deal but receive little consideration, 
because they are not salient (see  chapter 18 by Bar-Gill in this volume).

2.1.2.3 People often display loss aversion; they may well dislike losses more than 
they like corresponding gains.

Whether a change counts as a loss or a gain depends on the reference point, which can be 
affected by policy decisions, and which is often the status quo (Kahneman and Tversky 
1979; for further details and citations see chapter 11 by Zamir in this volume). In part for 
this reason, the initial allocation of a legal entitlement can affect people’s valuations; 
those who have the initial allocation may value a good more than they would if the allo-
cation were originally elsewhere, thus showing an endowment effect (see  chapter 12 by 
Korobkin in this volume).

2.1.3 Social Influences
2.1.3.1. In multiple domains, individual behavior is greatly influenced by the 
perceived behavior of other people

With respect to obesity, proper exercise, alcohol consumption, smoking, becom-
ing vaccinated, and much more, the perceived decisions of others have a significant 
influence on individual behavior and choice (Hirshleifer 1995; Duflo and Saez 2003). 
The behavior of peers has been found to have a significant effect on risky behavior 
among adolescents, including tobacco smoking, marijuana use, and truancy (Card 
and Guiliano 2011; Bisin, Moro, and Topa 2011).

In particular, food consumption is greatly affected by the food consumption of 
others, and indeed the body type of others in the relevant group can affect people’s 
responses to their food choices, with a greater effect from those who are thin than those 
who are heavy (McFerran et al. 2011). The norm conveys significant information about 
what ought to be done; for that reason, those who lack private information may follow 
the apparent beliefs and behavior of relevant others, sometimes creating informational 
cascades.

In addition, people care about their reputations, and for that reason, they may 
be influenced by others so as not to incur their disapproval. In some contexts, social 
norms can help create a phenomenon of compliance without enforcement—as, for exam-
ple, when people comply with laws forbidding indoor smoking or requiring buckling 
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of seat belts, in part because of social norms or the expressive function of those laws. 
These points bear on the value and importance, in many domains, of private-public 
partnerships.

2.1.3.2. People are more likely to cooperate with one another, and to contribute  
to the solution of collective action problems, than standard economic theory 
predicts.
People’s willingness to cooperate is partly a product of an independent commitment to 
fairness; but it is partly a product of a belief that others will see and punish a failure to 
cooperate or to act fairly. Norms of reciprocity can be exceedingly important (Camerer 
2003).

2.1.4 Probability Assessment and Attitude to Risk
2.1.4.1. In some domains, people show unrealistic optimism

The “above average” effect is common (Weinstein 1987); many people believe that 
they are less likely than others to suffer from various misfortunes, including auto-
mobile accidents and adverse health outcomes (Jolls 1998; Sharot 2011; chapter 13 by 
Williams in this volume). One study found that while smokers do not underestimate 
statistical risks faced by the population of smokers, they nonetheless believe that 
their personal risk is less than that of the average smoker (Slovic 1998).

2.1.4.2. People often use heuristics, or mental shortcuts, when assessing risks.

For example, judgments about probability are often affected by whether a recent event 
comes readily to mind (Kahneman and Frederick 2002; Tversky and Kahneman 1973). 
If an event is cognitively “available,” people may well overestimate its probability, and 
vice versa (see generally  chapter 13 by Williams in this volume).

2.1.4.3. People sometimes do not make judgments on the basis of expected value, 
and they may neglect or disregard the issue of probability, especially when strong 
emotions are triggered.
When emotions are strongly felt, people may focus on the outcome and not on the 
probability that it will occur (Rottenstreich and Hsee 2001). This point obviously bears 
on reactions to extreme events of various sorts.

2.1.4.4. People’s attitudes to risk are reference-dependent.

Prospect theory suggests that for moderate to high probability changes, people 
tend to be risk averse with respect to gains but risk seeking with respect to losses. 
For very small probabilities, people tend to be risk seeking with respect to gains 
but risk averse for losses (hence gambling and insurance) (Kahneman and Tversky 
1979).
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2.1.5 Summary

These various findings are hardly inconsistent with the conventional economic empha-
sis on the importance of material incentives; actual and perceived costs and benefits 
certainly matter. When the price of a product rises, or when it becomes clear that use 
of a product imposes serious health risks, the demand for the product is likely to fall (at 
least, and this is a significant qualification, if these effects are salient). But apart from 
strictly material incentives of this kind, evidence suggests the independent importance 
of (1) the choice architecture and (2) prevailing social norms. If, for example, healthy 
foods are prominent and easily accessible, people are more likely to choose them; one 
study finds an 8% to 16% decrease in intake simply by making food more difficult to 
reach (as, for example, by varying its proximity by ten inches or altering the serving 
utensil) (Rozin et al. 2011). The problem of childhood obesity is, at least in part, a result 
of the easy availability of unhealthy foods. The same point bears on smoking and alco-
hol abuse. And with respect to savings behavior, automatic enrollment might have 
larger effects than even significant economic incentives (Chetty et al. 2012).

Here is another way to put the point. The existing social environment and cur-
rent social norms provide the backdrop for many outcomes. Consumer products are 
accompanied by default rules of various sorts; consider, for example, rental car and 
cell phone agreements, where it is possible to opt in or to opt out of a range of features, 
and where the default rule may much matter. With respect to water quality, air qual-
ity, sewage treatment, immunization, and healthcare, the social environment provides 
relevant background, which is often taken for granted, and which need not, for many 
people much of the time, become a serious source of deliberation and choice. In partic-
ular for people who are well-off, the relevant background, which need not be an object 
of reflection, is highly desirable and may be taken for granted without causing harm. 
For others, the background is not so benign, and it should in any case be an object of 
reflection and choice (Sunstein 2013).

2.2 Concerns

2.2.1 Are Predictions Possible?
It is tempting to respond that these diverse findings might point in different direc-
tions, even for the same subpopulation faced with the same problem, and hence that 
clear predictions cannot be made in particular cases (cf.  chapter 7 by Mitchell in this 
volume). For example, will people save too little or too much? Will they take optimal, 
excessive, or insufficient precautions against the risks associated with poor diet?

By itself and in the abstract, an understanding of loss aversion, the availability 
heuristic, and social inf luences does not produce clear answers. Such an under-
standing could, on plausible assumptions, suggest that people may save too much 
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or take excessive precautions, or on other plausible assumptions, suggest the 
opposite conclusions. And it may well be the case that loss aversion, unrealistic 
optimism, the availability heuristic, and social inf luences are simultaneously at 
work and will point in different directions, making predictions difficult or impos-
sible. For example, unrealistic optimism may lead people to underestimate certain 
risks, while the availability heuristic may lead people to overestimate the same 
risks.

It is true that if these findings are taken as a whole and in the abstract, they will not 
lead to a clear or unique prediction about behavior. Particular situations must be inves-
tigated in detail in order to understand likely outcomes. For the purposes of this chap-
ter, however, it is not necessary to engage these questions in detail. Low-cost regulatory 
policies, such as disclosure and simplification, may be justified even if we do not have 
a clear understanding, in the abstract, of whether relevant behavior is affected by loss 
aversion or social influences. Of course it is also true that the design of a disclosure 
policy should be based on an understanding of how people process information, and 
that a sensible approach to simplification will require an understanding of whether and 
why complexity can create problems and of what kinds of simplification can eliminate 
those problems.

2.2.2 Markets, Government, and the Vexing Problem of Paternalism
It is natural to wonder whether an understanding of the findings outlined above justi-
fies paternalism, or operates as a defense of “more” regulation. With respect to paternal-
ism in particular, it is true that some of the relevant findings supplement the standard 
accounts of market failures, suggesting that in some settings, markets may fail, in the 
sense that they may not promote social welfare even in the presence of perfect compe-
tition and full information. We are now in a position to identify a series of behavioral 
market failures, and these do appear to justify regulatory controls. Responses to behav-
ioral market failures might be counted as paternalistic.

If, for example, people focus on short-term costs and neglect long-term benefits, it 
is possible that disclosure policies that specifically emphasize the long-term, or even 
regulatory requirements (involving, for example, energy efficiency), may be justified. It 
is also possible to identify “internalities”—problems of self-control and errors in judg-
ments that produce within-person harms, as, for example, when smoking behavior 
leads to serious risks because of the victory of short-term considerations over the longer 
view. These too count as behavioral market failures, and responses may be paternalis-
tic in character. Richard Thaler and I have argued in defense of “libertarian paternal-
ism” (Thaler and Sunstein 2008; see also Sunstein 2013), understood as approaches that 
preserve freedom of choice while also steering people in directions that will make their 
lives go better (by their own lights). And it would be possible to think that at least some 
behavioral market failures justify more coercive forms of paternalism (more coercive 
paternalistic measures are advocated on efficiency grounds by Zamir [1998]).

But even if the standard accounts of potential market failures are supplemented, it 
does not necessarily follow that paternalism, or more regulation, is justified. Perhaps 
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markets will eventually address the problem better than regulators would, and for mul-
tiple reasons, the cure might be worse than the disease.

Indeed, some of the findings might argue in favor of less rather than more regula-
tion and less rather than more paternalism. Market forces can provide a great deal 
of help in the face of human error. For example, the private sector has relied increas-
ingly on automatic enrollment in savings plans, and countless companies attempt to 
promote better diet and more exercise (often expecting to obtain more customers as a 
result).

It should not be necessary to emphasize that public officials are subject to error as 
well. Indeed, errors may result from one or more of the findings traced above; officials 
are human and capable of error too. The dynamics of the political process may or may 
not lead in the right direction. It would be absurd to say that behaviorally informed 
regulation is more aggressive than regulation that is not so informed, or that an under-
standing of recent empirical findings calls for more regulation rather than less. The 
argument is instead that such an understanding can help to inform the design of regu-
latory programs.

With respect to the particular concerns, it would be valuable to have a better under-
standing of how the relevant findings apply within heterogeneous groups; the findings 
are far from uniform within the population, and for purposes of policy, heterogeneity 
may matter. It would also be valuable to have a better understanding of actual conduct 
within diverse settings. For example, we have good reason to believe that many people 
do not buy energy-efficient products even when it would be in their economic interest 
to do so, but the conceptual and empirical issues are complex and have not been fully 
sorted out (cf. Alcott 2011).

But even at this stage, existing research offers helpful lessons for regulatory policy. 
Relevant research suggests that four such approaches have particular promise: (1) using 
disclosure as a regulatory tool, especially if disclosure policies are designed with an 
appreciation of how people process information; (2)  simplifying and easing choices 
through appropriate default rules, reduction of complexity and paperwork require-
ments, and related strategies; (3)  increasing the salience of certain factors or vari-
ables; and (4) promoting social norms through private-public partnerships and other 
approaches that operate in the service of agreed-upon public goals. Behaviorally 
informed approaches of this kind are already in place, including a number of recent 
initiatives.

3. Disclosure as a Nudge

In this section, I explore the uses of disclosure as a behaviorally informed regulatory tool. 
It is important to distinguish between summary disclosure, often provided at the point of 
purchase, and full disclosure, typically provided on the Internet. A central point is that dis-
closure policies should be based on an understanding of how people process information.
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3.1 Actually Informing Choice

3.1.1 Examples

Many statutory programs recognize that information disclosure can be a useful regu-
latory tool, replacing or complementing other approaches. Central examples include 
legislative efforts to require disclosure of the risks associated with smoking, of poten-
tial savings from energy efficiency, and of information that bears on health. Recent ini-
tiatives have drawn directly from behavioral economics, emphasizing the importance 
of plain language, clarity, and simplicity.

3.1.1.1 Nutrition

In the domain of nutrition, a number of disclosure requirements are in foke. 
To take just one example, a final rule has been issued by the US Department of 
Agriculture (USDA), requiring provision of nutritional information to consum-
ers with respect to meat and poultry products. Nutrition Facts panels must be 
provided on the labels of such products. Under the rule, the panels must contain 
information with respect to calories and both total and saturated fats (9 CFR § 
317.309).

The rule clearly recognizes the potential importance of framing. If a product lists 
a percentage statement such as “80% lean,” it must also list its fat percentage. This 
requirement should avoid the confusion that can result from selective framing; a state-
ment that a product is 80% lean, standing by itself, makes leanness salient, and may 
therefore be misleading.

3.1.1.2 Healthcare

The Patient Protection and Affordable Care Act of 2010 (Affordable Care Act) 
contains a large number of disclosure requirements designed to promote account-
ability and informed choice with respect to healthcare. Indeed, the Affordable 
Care Act is, in significant part, a series of disclosure requirements, many of which 
are meant to inform consumers, and to do so in a way that is alert to behavioral 
findings. Under the act, a restaurant that is part of a chain with twenty or more 
locations doing business under the same name is required to disclose calories on 
the menu board. Such restaurants are also required to provide in a written form 
(available to customers upon request) additional nutrition information pertain-
ing to total calories and calories from fat, as well as amounts of fat, saturated fat, 
cholesterol, sodium, total carbohydrates, and more. (Affordable Care Act 2010). 
There continues, of course, to be a dispute about the actual effects of disclosure 
requirements of this kind, and further evidence is indispensable (for a finding of 
positive results, in the sense of decreased caloric intake, see Bollinger, Leslie, and 
Sorenson 2010).
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In a similar vein, § 1103 of the act calls for “[i] mmediate information that allows con-
sumers to identify affordable coverage options.” It requires the establishment of an 
Internet portal to enable beneficiaries to find affordable and comprehensive coverage 
options, including information about eligibility, availability, premium rates, cost shar-
ing, and the percentage of total premium revenues spent on healthcare, rather than 
administrative expenses.

It should be clear from this brief survey that the range of recent disclosure require-
ments is very wide. If carefully designed, such approaches have considerable promise.

3.1.2 How, Not Only Whether
As social scientists have emphasized, disclosure as such may not be enough; regulators 
should devote care and attention to how, not only whether, disclosure occurs. Clarity 
and simplicity are often critical (Sunstein 2011). In some cases, accurate disclosure of 
information may be ineffective if the information is too abstract, vague, detailed, com-
plex, poorly framed, or overwhelming to be useful. Disclosure requirements should 
be designed for homo sapiens, not homo economicus. In addition, emphasis on certain 
variables may attract undue attention and prove to be misleading. If disclosure require-
ments are to be helpful, they must be designed to be sensitive to how people actually 
process information.

A good rule of thumb is that disclosure should be concrete, straightforward, sim-
ple, meaningful, timely, and salient. If the goal is to inform people about how to avoid 
risks or to obtain benefits, disclosure should avoid abstract statements (involving, for 
example, “healthy eating”) and instead clearly identify the steps that might be taken 
to obtain the relevant goal (by specifying, for example, what specific actions parents 
might take to reduce the risk of childhood obesity).

3.1.3 Testing Disclosure
To the extent possible, agencies should study in advance the actual effects of alternative 
disclosure designs to ensure that information is properly presented and will actually 
inform consumers. The Nutrition Facts labels on many food products followed such a 
process of advance study, with careful investigation of consumer responses to different 
presentations of the relevant material. Actual experience in the marketplace can, of 
course, provide valuable information.

Because they are more likely to yield information about actual behavior, experi-
mental or quasi-experimental studies are preferred to focus groups, which generally 
ask people, under highly artificial conditions, what they think and which may there-
fore fail to capture actual behavior. Randomized field experiments have particular 
advantages (Greenstone 2009; see also  chapter 5 by Engel in this volume). At the same 
time, focus groups can be useful, especially if they are carefully designed to assess 
likely behavior (rather than simply asking people which presentations or formats they 
most like).
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3.1.4 Avoiding Confusion

If not carefully designed, disclosure requirements can produce ineffective, confusing, 
and potentially misleading messages. Behaviorally informed approaches are alert to 
this risk and suggest possible improvements.

For instance, automobile manufacturers are currently required to disclose the fuel 
economy of new vehicles as measured by miles per gallon (MPG). This disclosure is 
useful for consumers and helps to promote informed choice. As the Environmental 
Protection Agency (EPA) has emphasized, however, MPG is a nonlinear measure of 
fuel consumption (Environmental Protection Agency 2009a). For a fixed travel dis-
tance, a change from 20 to 25 MPG produces a larger reduction in fuel costs than does 
a change from 30 to 35 MPG, or even from 30 to 38 MPG. To see the point more dra-
matically, consider the fact that an increase from 10 to 20 MPG (which reduces the con-
sumption of fuel from 10 to 5 gallons per 100 miles) produces more savings than an 
increase from 20 to 40 MPG (which reduces fuel consumption from 5 to 2.5 gallons per 
100 miles).

Evidence suggests that many consumers do not understand this point and tend 
to interpret MPG as linear with fuel costs. When it occurs, this error is likely to 
produce inadequately informed purchasing decisions when people are making 
comparative judgments about fuel costs. Consumers tend to underestimate the cost 
differences among low-MPG vehicles and tend to overestimate the cost differences 
among high-MPG vehicles (Allcott 2011). By contrast, an alternative fuel economy 
metric, such as gallons per mile, could be far less confusing. Such a measure is 
linear with fuel costs and hence suggests a possible way to help consumers make 
better choices. Recognizing the imperfections and potentially misleading nature 
of the MPG measure, the Department of Transportation and EPA mandated a label 
including a clear statement about anticipated fuel savings (or costs) over a five-year 
period.

In a related vein, the USDA has abandoned the “Food Pyramid,” used for years as the 
central icon to promote healthy eating. The Pyramid has long been criticized as insuf-
ficiently informative; it does not offer people any kind of clear “path” with respect to 
healthy diet and does not connect to people’s actual experience with food (Heath and 
Heath 2010). In response, the USDA replaced the Pyramid with a new, simpler icon, 
consisting of a plate with clear markings for fruit, vegetable, grains, and protein. The 
plate is accompanied by straightforward guidance, including “make half your plate 
fruits and vegetables,” “drink water instead of sugary drinks,” and “switch to fat-free 
or low-fat (1%) milk.” This approach has the key advantage of informing people what to 
do, if they seek to have a healthier diet.

In a related vein, the HHS, implementing a provision of the Affordable Care Act, has 
finalized a rule to require insurance companies to provide clear, plain language sum-
maries of relevant information to prospective customers. The rule includes basic infor-
mation, including the annual premium, the annual deductible, a statement of services 
that are not covered, and a statement of costs for going to an out-of-network provider.
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In some circumstances, the tendency toward unrealistic optimism may lead some 
consumers to downplay or neglect information about statistical risks associated with a 
product or an activity. Possible examples include smoking and distracted driving. In such 
circumstances, disclosure might be designed to make the risks associated with the product 
less abstract, more vivid, and salient. For example, the Family Smoking Prevention and 
Tobacco Control Act of 2009 (Smoking Prevention Act) requires graphic warnings with 
respect to the risks of smoking tobacco, and in 2011 the Food and Drug Administration 
(FDA) finalized such warnings, with vivid and even disturbing pictures of some of the 
adverse outcomes associated with smoking. The warnings were later invalidated in court.

3.1.5 Promoting Competition
If disclosure requirements are straightforward and simple, they should facilitate com-
parison shopping and hence market competition. Drawing on social science research 
(for overviews, see Thaler and Sunstein 2008; Sunstein 2013), the Treasury Department’s 
account of financial regulation emphasizes the value of requiring that “communications 
with the consumer are reasonable, not merely technically compliant and non-deceptive. 
Reasonableness includes balance in the presentation of risks and benefits, as well as 
clarity and conspicuousness in the description of significant product costs and risks.” 
(Department of the Treasury 2009). The department’s analysis goes on to say that one 
goal should be to

harness technology to make disclosures more dynamic and adaptable to the needs 
of the individual consumer.  .  .  . Disclosures should show consumers the conse-
quences of their financial decisions.  .  .  . [The regulator] should.  .  . mandate or 
encourage calculator disclosures for mortgages to assist with comparison shop-
ping. For example, a calculator that shows the costs of a mortgage based on the 
consumer’s expectations for how long she will stay in the home may reveal a more 
significant difference between two products than appears on standard paper disclo-
sures. (Department of the Treasury 2009)

In keeping with this theme, the Consumer Financial Protection Bureau is autho-
rized to ensure that “consumers are provided with timely and understandable infor-
mation to make responsible decisions about financial transactions” (Dodd-Frank Act 
2010). The Bureau is also authorized to issue rules that ensure that information is “fully, 
accurately, and effectively disclosed to consumers in a manner that permits consumers 
to understand the costs, benefits, and risks associated with the product or service, in 
light of the facts and circumstances” (Dodd-Frank Act 2010).

To accomplish this task, the Bureau is authorized to issue model forms with “a clear 
and conspicuous disclosure that, at a minimum—(A) uses plain language comprehen-
sible to consumers; (B) contains a clear format and design, such as an easily readable 
type font; and (C) succinctly explains the information that must be communicated to 
the consumer” (Dodd-Frank Act 2010; Riis and Ratner 2010). In addition, the director 
of the Bureau is required to “establish a unit whose functions shall include research-
ing, analyzing, and reporting on. . . consumer awareness, understanding, and use of 
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disclosures and communications regarding consumer financial products or services” 
and “consumer behavior with respect to consumer financial products or services, 
including performance on mortgage loans.” Note that new technologies make it pos-
sible to inform consumers of their own choices and usages, an approach that may be 
especially important when firms have better information than consumers do about 
such choices and usages (see  chapter 18 by Bar-Gill in this volume).

In the same general vein, the Department of Labor issued a final rule requiring 
disclosure to workers of relevant information in pension plans. The rule is designed 
to require clear, simple disclosure of information about fees and expenses and to 
allow meaningful comparisons, in part through the use of standard methodolo-
gies in the calculation and disclosure of expense and return information (29 CFR § 
2550.404a-5).

yet another example is provided by a final rule of the Department of Education that 
promotes transparency and consumer choice with respect to for-profit education by 
requiring institutions to provide clear disclosure of costs, debt levels, graduation rates, 
and placement rates (Department of Education 2010a). These disclosures must be 
included “in promotional materials [the institution] makes available to prospective stu-
dents” and be “[p] rominently provide[d]. . . in a simple and meaningful manner on the 
home page of its program Web site” (34 CFR § 668.6); Department of Education 2010b).

3.2 Summary Disclosure and Full Disclosure

Disclosure requirements of this kind are designed to inform consumers at the point 
of purchase, often with brief summaries of relevant information. Such “summary dis-
closures” are often complemented with more robust information, typically found on 
public or private websites. For example, the EPA offers a great deal of material on fuel 
economy online, going well beyond the information that is available on stickers, and 
the nutrition facts label is supplemented by a great deal of nutritional information on 
government websites. Approaches of this kind provide information that private indi-
viduals and institutions can adapt, reassemble, and present in new, helpful, imagina-
tive, and often unanticipated ways. Some of the most valuable and creative uses of full 
disclosure are made by the private sector.

Other disclosure requirements are not specifically directed to consumers or end 
users at all. They promote public understanding of existing problems and help pro-
duce possible solutions by informing people about current practices. One example is 
the Emergency Planning and Community Right-to-Know Act of 1986 (Emergency 
Planning Act). At first, this law seemed to be largely a bookkeeping measure, requiring 
a “Toxic Release Inventory” in which firms reported what pollutants they were releas-
ing. But available evidence indicates that it has had beneficial effects, helping to spur 
reductions in toxic releases throughout the United States (Hamilton 2005). One rea-
son involves public accountability: public attention can help promote behavior that fits 
with statutory purposes.
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In 2009 and 2010, the Occupational Safety and Health Administration (OSHA) 
placed a significant subset of its fatality, illness, and injury data online, in a step that 
should promote both accountability and safer workplaces (Department of Labor 
2011). In 2009, the EPA issued a greenhouse gas reporting rule, requiring disclo-
sure by many of the most significant emitters (Environmental Protection Agency 
2009b). The data may well allow businesses to find innovative ways to track their own 
emissions, to compare them to similar facilities, and eventually to identify low-cost 
reductions.

To be sure, mandatory disclosure can impose costs and burdens on both private and 
public institutions, and to the extent permitted by law, those costs and burdens should 
be considered when deciding whether and how to proceed. Empirical evidence on the 
actual effects of disclosure policies is indispensable (Greenstone 2009; Schwartz et al. 
2011; Sunstein 2010a).

4 Default Rules as Nudges

Social science research provides strong evidence that starting points, or default rules, 
greatly affect social outcomes ( chapter 11 by Zamir and  chapter 12 by Korobkin in this 
volume). In some contexts, it may be possible to promote statutory goals with sensible 
default rules that preserve freedom of choice and that might help to avoid the rigidity, 
cost, and unintended adverse consequences of mandates and bans. Default rules are 
one way of easing people’s choices, and they are used in countless domains by both 
public and private institutions.

4.1 Automatic Enrollment and Default Rules: Examples

4.1.1 Savings
In the United States, employers have long asked workers whether they want to enroll in 
401(k) plans; under a common approach, the default rule is nonenrollment. Even when 
enrollment is easy, the number of employees who enroll, or opt in, has sometimes been 
relatively low (Gale, Iwry, and Walters 2009). A number of employers have responded 
by changing the default to automatic enrollment, by which employees are enrolled 
unless they opt out. The results are clear: significantly more employees end up enrolled 
with an opt-out design than with opt-in (Gale, Iwry, and Walters 2009). This is so even 
when opting out is easy. Importantly, automatic enrollment has significant benefits for 
all groups, with increased anticipated savings for Hispanics, African Americans, and 
women in particular (Orszag and Rodriguez 2009; Papke, Walker, and Dworsky 2009; 
Chiteji and Walker 2009).
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The Pension Protection Act of 2006 (PPA) (Pension Protection Act 2006) draws 
directly on these findings by encouraging employers to adopt automatic enroll-
ment plans. The PPA does this by providing nondiscrimination safe harbors 
for elective deferrals and for matching contributions under plans that include 
an automatic enrollment feature, as well as by providing protections from state 
payroll-withholding laws to allow for automatic enrollment. Building on these 
efforts, President Obama has asked the IRS and the Treasury Department to under-
take initiatives to make it easier for employers to adopt such plans (Obama 2009; 
Internal Revenue Service 2009).

4.1.2 Healthcare
A provision of the Affordable Care Act requires employers with over two hundred 
employees automatically to enroll employees in healthcare plans, while also allowing 
employees to opt out (Affordable Care Act, 2010). Another provision of the act is called 
the Community Living Assistance Services and Supports Act (CLASS Act) (CLASS Act, 
2010); this provision creates a national voluntary long-term insurance program. The act 
provides for an automatic enrollment system, whereby employers enroll employees in 
the program unless they opt out (CLASS Act, 2010). In addition, the act contains an 
automatic payroll deduction system for the payment of premiums (CLASS Act, 2010).

On February 4, 2010, the Center of Medicare and Medicaid Services (CMS) provided 
guidance to states via a State Health Official (SHO) letter (Centers for Medicare and 
Medicaid Services, 2010). In cases where states are able to obtain all the information 
necessary to determine eligibility, the new option permits states automatically to enroll 
and renew eligible children in Medicaid or Children’s Health Insurance Program 
(CHIP). This approach allows states to initiate and determine eligibility for Medicaid 
or CHIP without a signed Medicaid or CHIP program application, as long as the family 
or child consents to be enrolled in Medicaid or CHIP.

4.1.3 School Meals
The National School Lunch Act (Healthy, Hunger-Free Kids Act 2012) takes steps to allow 
“direct certification” of eligibility, thus reducing complexity and introducing what is a 
form of automatic enrollment. Under the program, children who are eligible for benefits 
under certain programs will be “directly eligible” for free lunches and free breakfasts, 
and hence will not have to fill out additional applications (Healthy, Hunger-Free Kids 
Act 2012). To promote direct certification, the USDA has issued an interim final rule 
that is expected to provide up to 270,000 children with school meals (Department of 
Agriculture 2011) is the total number of directly certified children is now in the millions.

4.1.4 Payroll Statements
The Department of Homeland Security has changed the default setting for payroll 
statements to electronic from paper, thus reducing costs (Orszag 2010). In general, 
changes of this kind may save significant sums of money for both private and public 
sectors.
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4.1.5 Childhood Obesity

A great deal of empirical work identifies a noteworthy contributor to the problem of 
obesity, including childhood obesity. If healthy foods are easily accessible, people are 
far more likely to choose them, and the same is true for unhealthy foods. Indeed, con-
venience and accessibility can significantly increase caloric intake (Rozin et al. 2011; 
Wansink, Just, and McKendry 2010). Some studies have found that when fast-food res-
taurants are located near schools or residences, significant weight gain occurs in both 
children and pregnant women (Currie et al. 2010). Even small differences have large 
effects on food choices and consumption. For example, the sizes of plates and portions 
have been increasing over time, and they affect how much people eat; when unhealthy 
foods are made slightly less accessible, their consumption is reduced (Rozin et al. 2011; 
Wansink 2010; Dayan and Bar-Hillel 2011). These and related issues are discussed in 
the report of the White House Task Force on Childhood Obesity, which places a great 
emphasis on the importance of accessibility (White House Task Force on Childhood 
Obesity 2010).

In a sense, social settings produce something akin to default rules for food choices. 
These findings—about the importance of seemingly small features of context—have 
implications for continuing efforts to reduce childhood obesity and many other prob-
lems. One study, for example, finds that if people are prompted to consider whether 
to “downsize” their meals through a simple question, they will eat significantly less at 
fast-food restaurants (Schwartz et al. 2011). Indeed, the effect of this prompt was found 
to be greater than that of calorie labeling.

4.2 Automatic Enrollment and Default Rules: Mechanisms and 
Complexities

A great deal of research has attempted to explore exactly why default rules have such 
a large effect on outcomes (Gale, Iwry, and Walters 2009; Dinner et al. 2009; Carroll 
et  al. 2009). There appear to be three contributing factors. The first involves iner-
tia and procrastination. To alter the effect of the default rule, people must make an 
active choice to reject the default. In view of the power of inertia and the tendency 
to procrastinate, people may simply continue with the status quo. It follows that 
self-consciously and well-chosen default rules by individuals, or by private or public 
institutions, can operate as commitment devices; consider, for example, a default rule 
in favor of monthly transfer of money into a savings account, or in favor of savings for 
retirement.

The second factor involves what might be taken to be an implicit endorsement of the 
default rule. Many people appear to conclude that the default was chosen for a reason; 
they believe that they should not depart from it unless they have particular informa-
tion to justify a change.
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Third, the default rule might establish the reference point for people’s decisions; the 
established reference point has significant effects because people dislike losses from 
that reference point. If, for example, the default rule favors energy-efficient light bulbs, 
then the loss (in terms of reduced efficiency) may loom large, and there will be a ten-
dency to continue with energy-efficient light bulbs. But if the default rule favors less 
efficient (and initially less expensive) light bulbs, then the loss in terms of upfront costs 
may loom large, and there will be a tendency to favor less efficient light bulbs (see also 
 chapter 11 by Zamir and  chapter 12 by Korobkin in this volume).

In a significant number of domains, it might be possible to achieve regulatory goals, 
and to do so while maintaining freedom of choice and at low cost, by selecting good 
default rules and by avoiding harmful ones. The initial task, of course, is to identify 
the requirements of the law. Within the context of such requirements, one approach 
is to select the default rule that reflects what most people would choose if they were 
adequately informed. Suppose, for example, that a particular default rule would place a 
strong majority of the relevant population in the situation that they would favor if they 
made an informed choice. If so, there is a legitimate reason to adopt that default rule 
(with the understanding that for those who differ from the majority, it remains possible 
to opt out).

Of course, it may be necessary to do a great deal of work in order to identify the 
approach that informed people would choose, and on this count, actual evidence about 
informed choice is extremely important. The issue is simplified if the law requires a 
particular set of outcomes. A default rule might well make sense if it promotes auto-
matic compliance with the law. Hence it is important to see that use of default rules may 
serve either as an independent approach, used instead of a mandate or a ban, or as a 
complementary approach, operating to facilitate compliance with statutory or regula-
tory requirements.

It is also important to see that default rules can be badly chosen or misused by pri-
vate and public institutions alike and that some such rules can be harmful. Defaults 
may have either desirable or undesirable distributional effects. If, for example, poor 
or poorly educated people are less likely to opt out, defaults may effectively mandate 
certain outcomes for such people, perhaps to their detriment. The FTC has expressed 
serious concerns about “negative option marketing,” which occurs when those who 
accept a “free” product are automatically enrolled in a plan or program that carries a 
monthly fee (unless they explicitly opt out) (16 CFR § 425; Federal Trade Commission 
2009). In some cases, negative option marketing has the unfortunate effect of using a 
default rule to exploit the tendency toward inertia in a way that is harmful to people’s 
welfare; it is easy to imagine both private and public analogues (consider, for example, 
an automatic enrollment policy that puts an unreasonably large amount of salary into 
savings).

To evaluate the use of automatic enrollment, the particular circumstances certainly 
matter. If automatic enrollment is not made transparent to those who are enrolled, it 
can be considered a form of manipulation, and the problem is worse if it is not in their 
long-term interest.
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Some default rules apply to all of the relevant population, subject to the ability to 
opt out. Other default rules are personalized, in the sense that they draw on available 
information about which approach best suits individuals in the relevant population. 
A personalized default might be based on geographical or demographic variables; for 
example, income and age might be used in determining appropriate default rules for 
retirement plans. Alternatively, a personalized default might be based on people’s own 
past choices to the extent that they are available (unless those choices are based on an 
absence of information, manipulation, or some kind of bias).

An advantage of personalized default rules is that they may well be more accurate 
than “mass” default rules. As technology evolves, it should be increasingly possible to 
produce personalized defaults, based on people’s own choices and situations, and likely 
to be far more accurate than more general ones. There will be excellent opportunities 
to use default rules to promote people’s welfare. To be sure, any such rules must respect 
the applicable laws, policies, and regulations involving personal privacy and should 
avoid unduly crude proxies.

It is important to note that default rules may not “stick” when the relevant popu-
lation has strong contrary preferences. For example, a study in the United Kingdom 
found that most people rejected a savings plan with an unusually high default contribu-
tion rate (12% of before-tax income) (Beshears et al. 2010). Only about 25% of employees 
remained at that rate after a year, whereas about 60% of employees remained at a lower 
default contribution rate. One implication is that “extreme” defaults are less likely to 
stick; another implication, based on the lower incomes of those who stayed with the 
default, is that default rules may be more influential for low-income workers than for 
their higher-earning counterparts (Beshears et al. 2010).

A related finding is that workers were not much affected by a default allocation of 
a fraction of their tax refund to US savings bonds, apparently because such workers 
had definite plans to spend their refunds (Bronchetti et al. 2011). A general lesson is 
that default rules will have a weaker effect, and potentially no effect, when the relevant 
population has a strong preference for a certain outcome.

4.3 Active Choices

An alternative approach, sometimes worth serious consideration, is to avoid any 
default rule and to require active choices (Carroll et al. 2009). Under this approach, 
people are required to make an actual choice among the various options; they are 
not defaulted into any particular alternative. With respect to savings, for example, 
an employer might reject both opt-out and opt-in and simply require employees to 
indicate their preferences. Evidence suggests that active choices result in far higher 
levels of savings than a default rules that requires people explicitly to opt in (Carroll 
et al. 2009).

If inertia and procrastination are playing a significant role, then active choosing may 
be better than opt-in, in which people end up with outcomes that they would not prefer 
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if they were to make a choice. In such circumstances, active choosing increases the like-
lihood that people will end up with their preferred outcomes.

Active choosing might also be preferred when public officials lack relevant informa-
tion, so that the chosen default rule might be harmful. This is an especially impor-
tant point. If officials are inadequately informed, and if the default rule is no better 
than a guess, that rule might lead people in the wrong direction. The same point argues 
against a default rule when self-interested private groups have managed to call for it, 
even though it is not in the interest of those on whom it is imposed. Active choosing is 
much less risky on these counts.

As compared with either opt-in or opt-out, active choosing can have signifi-
cant advantages when the relevant group has a great deal of diversity, so that a single 
approach is unlikely to fit variable circumstances. In such contexts, a default rule may 
also be harmful, because the power of inertia, or the force of suggestion, may mean 
that many people will end up in a situation that is not in their interest. For this reason, 
active choosing may be better.

On the other hand, active choosing can have significant disadvantages. One dis-
advantage is that in situations of unfamiliarity or great complexity, in which people 
lack information or experience, active choosing may impose unjustified or excessive 
burdens. These burdens include the resources required to enforce the requirement to 
choose and the time required for people to obtain relevant information and to make 
the choice. As compared with a default rule, active choosing increases the costs of deci-
sions, possibly significantly; it also might increase errors, possibly significantly, if the 
area is unfamiliar and confusing. In such situations, opt-in or opt-out might produce 
better outcomes for people.

In the private sector, default rules are often in people’s interests, and active choosing 
would impose unnecessary burdens. When public officials have good reason for confi-
dence that a particular default rule will fit with the informed preferences of the relevant 
group, and thus promote its interests, it may be preferable to select that default rule 
rather than to require active choosing (Sunstein 2010a). Personalized default rules, by 
virtue of their accuracy, may have particular virtues on this count.

4.4 Structuring Choices

Complexity can also create problems through a phenomenon known as choice over-
load. In the traditional view, having more choices helps, and never harms, consum-
ers or program participants. This view is based on the reasonable judgment that, 
if an additional option is not better than existing options, people will simply not 
choose it. In general, more choices are indeed desirable, but an increasing body of 
research offers certain potential qualifications, especially in unusually complex situ-
ations (Sethi-Iyengar, Huberman, and Jiang 2004). For example, there is some evi-
dence that enrollment may decline (Sethi-Iyengar, Huberman, and Jiang 2004), and 

 



NUDGES.GOV   739

asset allocations may worsen (Iyengar and Kamenica 2010) as the menu of investment 
options in a 401(k) plan expands.

Responding to this general problem in the context of prescription drug plans, CMS 
has taken steps to maintain freedom of choice while also reducing unhelpful and 
unnecessary complexity (Gruber and Abaluck 2011). The CMS Medicare Part D pro-
gram rules require sponsors to ensure that when they provide multiple plan offerings, 
those offerings have meaningful differences. The rules also eliminate plans with per-
sistently low enrollments, on the ground that those plans increase the complexity of 
choices without adding value (see also Korobkin 2014).

5 Salience as Nudge

It is often possible to promote regulatory goals by making certain features of a prod-
uct or a situation more salient to consumers. As a simple example of salience effects, 
consider alcohol taxes. There is evidence that when such taxes are specifically iden-
tified in the posted price, increases in such taxes have a larger negative effect on 
alcohol consumption than when they are applied at the register (Chetty, Looney, 
and Kroft 2009; Finkelstein 2009). Incentives matter, but in order to matter, they 
must be salient. Sensible regulatory policies, especially those that involve disclo-
sure, are attentive to the importance of salience. And if we are attentive to salience, 
we will be alert to the possibility that what was salient at one time might become 
background noise at another. Information disclosure and warnings should be atten-
tive to this risk.

People’s attention is limited, and regulatory goals are not always served merely by 
altering policy or disclosing information. The relevant policy or information must also 
be salient. In the context of fiscal policy, consider the question whether to provide pay-
ments in the form of a one-time check or instead in the form of reduced withholding. 
Would one or another approach lead to increased spending?

In the abstract, it may be predicted that there would be no difference as a result of 
delivery method. But some evidence suggests that a one-time stimulus payment may 
have greater effects in increasing spending than does an economically equivalent 
reduction in withholding (Sahm, Shapiro, and Slemrod 2011). A potential explanation, 
with support in the evidence, involves the importance of salience or visibility. Indeed, 
a majority of households did not notice the withholding changes in the relevant study, 
and households who found “a small but repeated boost to their paychecks” appear to be 
less likely to use the money for his purchases. More research is needed here.

There are many potential applications. Well-designed labels make relevant factors 
salient to those who will see them. The significant consequences of easy accessibility 
and convenience (return to the issue of obesity) can be seen as a close cousin of salience 
effects.
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A similar point applies in the domain of energy efficiency. For many consumers, 
the potential savings of energy-efficient products may not be salient at the time of pur-
chase, even if those savings are significant. The “Energy Paradox” refers to the fact that 
some consumers do not purchase energy-efficient products even when it is clearly in 
their economic interest to do so. Empirical work suggests that nonprice interventions, 
by making the effects of energy use more salient, can alter decisions and significantly 
reduce electricity use. There is evidence that such interventions can lead to private as 
well as public savings (Howarth, Haddad, and Paton 2000).

A related approach attempts to identify and consider the frame through which peo-
ple interpret information. Research suggests that some consumers may not seriously 
consider annuities in retirement to insure against longevity risk—the risk that they will 
outlive their assets—because they do not fully appreciate the potential advantages of 
annuities (Brown 2007). One hypothesis is that some people evaluate annuities in an 
investment frame that focuses narrowly on risk and return (Brown et al. 2008). Looking 
through such a frame, consumers focus on the risk that they could die soon after annu-
ity purchase and lose all of their money. Some evidence suggests that efforts to shift 
consumers into a consumption frame, which focuses on the end result of what they 
can consume over time, help consumers appreciate the potential benefits of annuities 
(Brown et al. 2008). The goal here is not to suggest a view on any particular approach to 
retirement; it is merely to emphasize that the relevant frame can increase salience.

6 Social Norms as Nudges

Social scientists have emphasized the importance of social practices and norms, which 
have a significant influence on individual decisions. If people learn that they are using 
more energy than similarly situated others, their energy use may decline—saving 
money while also reducing pollution. The same point applies to health-related behav-
ior. It has long been understood that people are more likely to engage in healthy behav-
ior if they live or work with others who so engage. And if people are in a social network 
with other people who are obese, they are significantly more likely to become obese 
themselves. The behavior of relevant others can provide valuable information about 
sensible or appropriate courses of action. As noted above, informational cascades are 
a possible consequence, as people rely on, and thus amplify, the informational signals 
produced by the actions of their predecessors. Similarly, those actions can provide 
information about what others will approve and disapprove (see generally  chapter 10 by 
Bilz and Nadler in this volume).

These points have implications for regulatory policy. For example, smoking and 
seat belt regulations appear to have worked hand in hand with emerging social norms, 
helping to reduce deaths and injuries. In the context of seat belt usage, there has been 
a dramatic change in behavior, with an increase in a few decades from usage rates 
under 15% to usage rates over 70%, in significant part as a result of social norms that 
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operated in concert with regulatory changes (see Sunstein 2011). In some domains, 
social norms have helped to promote compliance with law even without active enforce-
ment. Public-private partnerships can be especially important in this domain, as those 
in the private sector emphasize norms that increase compliance with law and promote 
safer choices.

Consider as well the problem of distracted driving. On October 1, 2009, President 
Obama issued an executive order that bans federal employees from texting while driv-
ing. Such steps can help promote a social norm against texting while driving, thus 
reducing risks. This same approach—emphasizing social norms—might be applied in 
many domains. In the domain of childhood obesity, for example, a social norm in favor 
of healthy eating and proper exercise could produce significant health benefits. Here, 
as elsewhere, public-private partnerships can play a key role, with those in the private 
sector helping to spur emerging norms that promote better choices by and for children.

In particular, the “Let’s Move” initiative has emphasized such partnerships. First 
Lady Michelle Obama has collaborated with Walmart to promote healthier choices 
(Mulligan 2011). As part of that initiative, Walmart has committed to reformulating 
thousands of everyday packaged food items by 2015 by reducing sodium 25% and added 
sugars 10%, and by removing all remaining industrial produced trans fats. It has also 
committed to reduce the costs of healthier options, thus making those costs compa-
rable to the costs of less healthy choices, and at the same time to reduce the costs of 
fruits and vegetables. Finally, Walmart has agreed to develop a “healthy seal” to help 
consumers to identify healthy choices.

In a similar vein, a number of large food and beverage companies have pledged to 
remove 1.5 trillion calories from their products by 2015, in an effort to combat child-
hood obesity (USA Today 2010). The relevant steps include reduction of product sizes 
and introduction of lower calorie foods. Finally, the Food Marketing Institute and 
the Grocery Manufacturers Association have agreed to promote informed choice 
through a “Nutrition Keys” label, designed in part to combat childhood obesity (Food 
Marketing Institute 2011).

7 Beyond Incentives

The goal of this chapter has been to outline some of the key findings in recent behav-
ioral research and to sketch the implications for regulatory policy. A general conclu-
sion is that while material incentives (including price and anticipated health effects) 
greatly matter, outcomes are independently influenced by choice architecture, includ-
ing (1) the social environment and (2) prevailing social norms. When some people, cit-
ies, and nations do well and others less so, it is often because the former, and not the 
latter, are able to benefit from aspects of the environment, and from prevailing norms, 
that enable them to take for granted, and perhaps not even to think much about, a set of 
practices that serve them well.
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While disclosure of information is an important regulatory tool, steps must be taken 
to ensure that disclosure will be not merely technically accurate but also meaningful 
and helpful. Such steps require careful attention to how people process and use infor-
mation. It is useful to distinguish between summary disclosure, typically provided at 
the point of purchase, and full disclosure, typically provided on the Internet. Summary 
disclosure should be clear, simple, and salient, and it should emphasize factors that 
matter to people (such as annual monetary value of fuel-efficient or energy-efficient 
choices).

Full disclosure should provide information that can be used in multiple ways, thus 
improving the operation of markets; often the most important uses come from the pri-
vate sector. In all cases, disclosure is most useful if it informs people of what, precisely, 
they might do in order to avoid significant risks or obtain significant benefits.

Default rules can greatly affect social outcomes, and in some circumstances, sensi-
ble defaults can serve as a complement or alternative to mandates and bans. One of the 
advantages of well-chosen default rules is that they can simplify and ease choices—for 
example, by producing automatic enrollment in programs that are generally benefi-
cial while also allowing people to opt out. A potential problem is that regulators may 
not know which default rule is best and one size may not fit all. When the relevant 
group is diverse and the domain is familiar, active choosing is likely to be preferable to 
default rules.

Because complexity can often have undesirable or unintended side effects—
including high costs, noncompliance with law, and reduced participation in useful 
programs—simplification may well help to promote regulatory goals. Indeed, simpli-
fication can often have surprisingly large effects. Reduced paperwork and form-filling 
burdens (as, for example, through fewer questions, use of skip patterns, electronic fil-
ing, and prepopulation) can produce significant benefits. It may also be desirable to 
take steps to ease participation in both private and public programs by increasing con-
venience and by giving people clearer signals about what, exactly, they are required to 
do.

As behavioral research has shown, people are far more likely to respond when 
certain facts, risks, or possibilities are salient; effective warnings take account of 
this fact. Finally, regulation can work in concert with social norms, helping to pro-
mote agreed-upon public goals and to increase compliance with legal requirements. 
Public-private partnerships, enlisting the creativity of the private sector, can be espe-
cially helpful in this regard.
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CHAPTER 29

EN V IRONM EN TA L L AW

ADR IAN KUENZLER  AND DOUGLAS A. K ySAR

1 Introduction

Recent years have witnessed the beginning of an increasingly important trend in the 
study and practice of environmental law and policy, namely the endeavor to integrate 
insights from the behavioral sciences into regulatory design and implementation. Key 
reports issued by academics and government agencies have discussed and recom-
mended the use of low-cost, choice-preserving approaches to regulatory problems and 
proposed several ways in which such tools as disclosure requirements, default rules, 
and regulatory simplification can help guide and fulfill environmental policy (for a 
helpful overview see Sunstein 2011;  chapter 28 by Sunstein in this volume). Proponents 
of this behavioral approach have utilized findings from cognitive psychology, behav-
ioral economics, and other social sciences to present a comprehensive critique of con-
ventional regulatory approaches. Alongside this critique, they have advanced their 
own agenda for regulatory reform, one that again is informed by behavioral insights. 
This agenda largely calls for the entrustment of environmental policymaking to 
experts in government agencies who, for their part, rely on scientific risk assessment 
and economic cost-benefit analysis (CBA) to identify desirable environmental policy 
outcomes, while using behavioralist insights to influence the design of policy tools that 
noncoercively guide individuals to achieve those outcomes.

This chapter offers an overview and assessment of the behavioralist turn in envi-
ronmental law and policy. We begin in section 2 by putting the emergence of the 
behavioral approach in the historical context of developments in the theory of law and 
economics as applied to environmental, health, and safety regulation. From the van-
tage point of law and economics, the many quirks of human perception, judgment, and 
decision-making discovered by behavioral scientists seem to raise fundamental ques-
tions with respect to the accuracy and validity of the rational actor model at the heart 
of law and economics. These same cognitive phenomena seem equally problematic for 
policymakers, given that the individual risk perceptions lying behind societal demands 
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for environmental, health, and safety regulation may be of questionable empirical and 
normative significance. The proposed behavioralist solution to these complications 
has been that law and economics practitioners should adjust the rational actor model 
to incorporate systematic cognitive biases and other durable findings from the social 
sciences, and that government regulators should direct their policies toward correct-
ing cognitive errors in public perceptions of risk through minimalist and noncoercive 
interventions.

In section 3, we lay out three critiques of the behavioralist approach that stay largely 
within the approach’s theoretical framework. First, traditional precautionary environ-
mental regulation—criticized by behavioralists as reflective of lay cognitive errors in 
risk perception—has been defended by some scholars as providing important bias cor-
rectives of its own. Second, some researchers have questioned the behavioralist dis-
trust of lay risk perceptions, finding in such perceptions a variety of contextual factors 
that may be of normative importance. This diversity and indeterminacy within the 
behavioralist literature gives rise to a related concern regarding the manner in which 
the literature may be used within highly contested regulatory proceedings. Third, the 
behavioralist literature offers powerful reasons to believe that public demand for pro-
tection against harmful market externalities may systematically understate the actual 
societal need for protection. Thus, an alternative interpretation of the relevance of 
behavioral research to law undermines the supposition, shared by many contemporary 
economists and lawyers, that policymakers should adhere to the conventional welfare 
economic framework for justifying and establishing state interventions, in which a 
strong presumption is placed against government regulation and in favor of satisfying 
human preferences simply as they are given. In other words, behavioralist findings may 
justify not only newfangled policy “nudges,” but also traditional regulatory “shoves.”

Section 4 of this chapter uses lessons from the behavioral sciences to raise more fun-
damental questions about the economic approach to environmental law, whether of 
the traditional or the behavioralist variety. When we are forced to decide how much 
ecosystem structure can be converted to economic production and how much must 
be conserved to provide essential ecosystem services in the future, we cannot ade-
quately do so by estimating the marginal value of environmental costs and benefits, 
as conventional valuation tools require. yet this inadequacy is not just an upshot of 
the cost-benefit approach to environmental regulation; it also is a result of the under-
specification of human nature by both conventional and behavioral law and econom-
ics. Behavioralism teaches us that environmental regulatory policy cannot be neutral 
in relation to human values and choices. Instead, our values and choices may be endog-
enously affected by the very procedures and institutions that are supposed to merely 
identify and implement them. When viewed “all the way down,” behavioralism tells 
us that, to a nontrivial extent, human beings are what society asks and expects them 
to be. If it asks little, it gets little. If it is more demanding, it gets more. Under those 
circumstances, environmental regulators should seek to (re)arrange social rules and 
incentives in a manner that induces people to act in ways that serve the intergenera-
tional public good of environmental sustainability. The true wisdom of seeking that 
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common good must be glimpsed from outside the law and economics framework—
again, whether of the conventional or the behavioral variety. Section 5 concludes.

2 The Behavioralist Turn in 
Environmental Law and Economics

2.1 Early Rationalist Critiques of Environmental, Health, and 
Safety Regulation

From the late 1960s onwards, a number of federal statutes in the United States man-
dated ambitious environmental, health, and safety goals, on the principle that admin-
istrative agencies should act in a precautionary manner and promulgate the most 
stringent standards feasible or require the best technology achievable to protect peo-
ple and the environment from harm (Lazarus 2004). A number of these early statutes 
turned out to be highly successful in a variety of different contexts, encouraging dra-
matic improvements in air and water quality, for instance. yet many of the mandates 
were deliberately insensitive to the costs of achieving their goals or else included costs 
as a decision-making factor only as a way of establishing an outside limit to what level 
of protection the government could demand of regulated actors (McGarity 2004). That 
being the case, sustained criticism of the traditional approach arose, often through 
national performance reviews that gave prominence to the economic assessment of 
regulatory costs and benefits and the related issue of how priorities should be set within 
and across governmental agencies (Heinzerling 1998).

Accordingly, in the United States a shift towards CBA of federal implementation 
of environmental, health, and safety statutes occurred with the formal creation of a 
government mechanism for review of major regulations (Sunstein 2002). The use of 
CBA in US public administration dates at least as far back as the Flood Control Act of 
1936, but CBA did not become a prerequisite for most major regulations until February 
1981, when President Reagan issued his landmark Executive Order 12291 to agencies 
that “[r] egulatory action shall not be undertaken unless the potential benefits to soci-
ety for the regulation outweigh the potential costs to society.” According to the order, 
each agency would have to transmit a Regulatory Impact Analysis to the Office of 
Management and Budget (OMB) at least sixty days prior to the finalization of a major 
rule. If the OMB Director deemed an agency’s CBA to be insufficient, the Director 
could “[r]equire an agency to obtain and evaluate. . . additional relevant data from any 
appropriate source” (Executive Order 12291). The basic thrust of the order has survived 
three changes in partisan control of the White House and today the CBA approach 
substantially influences environmental regulation even in contexts where the underly-
ing statute being implemented seems to reject such economic balancing (Kysar 2009).
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Beyond these developments in the United States, regulatory impact analysis has 
become a widespread global phenomenon. From the 1990s onwards, international 
bodies such as the OECD, the WTO, and the European Commission began to rely on 
empirical techniques of decision-making, and most of them have explicitly mandated 
or encouraged regulatory impact analysis programs—with CBA at their core—for 
use in policymaking (Jacob et al. 2011; OECD 1997). Today, regulatory impact assess-
ment constitutes an essential part of governance in many countries, though the scope 
and effect of cost-benefit assessments varies across different regimes (Livermore and 
Revesz 2013).

Behind the push toward CBA lies a competitive market vision in which mandat-
ing a single compliance technique or quality standard, as early federal statutes in the 
United States had done, fails to appreciate the diversity and innovative capacity of 
market actors, thereby precluding opportunities for companies to achieve the same 
level of protection through other, less costly means. Likewise, uniform environmental 
or health quality standards are thought to be insensitive to the overall social welfare 
gains that might follow from variation in standards based on factors such as popula-
tion density, individual preference, budget constraints, and so on. More generally, tra-
ditional regulatory approaches are seen to require ever-greater levels of protection up 
to the point that compliance costs begin to sharply rise, even though more protection 
might not always be better from the perspective of aggregate social welfare (Revesz and 
Livermore 2008). Indeed, the central insight of the economic approach to environmen-
tal law and policy is that the “right” level of environmental benefit to pursue can only be 
determined by evaluating the costs of attaining it.

To be implemented, this abstract model of CBA requires a method for converting the 
protected subjects of environmental, health, and safety law into monetary equivalent 
values in order to enable quantitative comparison with regulatory costs. Such com-
mensuration is understood to occur at least implicitly any time we draw a regulatory 
line at something less than absolute protection. Moreover, because any kind of protec-
tive regulation can itself have unintended, risk-enhancing consequences, or because 
the product or activity under regulatory scrutiny may provide potential environmen-
tal benefits in addition to its suspected risks, analysts contend that most regulations 
involve risks on either side of the regulatory equation, whether or not nature is “com-
modified” explicitly during the regulatory design process (Graham and Wiener 1995; 
Viscusi 1994). Thus, making the advantages and disadvantages of different courses of 
action explicit and commensurable through CBA is believed to render environmental 
policy more rational, transparent, and realistic as compared to the lofty aspirational 
standard of early federal statutes.

To evaluate the benefits and costs of regulatory proposals, regulators could uti-
lize one of several different forms of welfarism, such as those that rely on hedonic or 
objective list accounts of human well-being (Kagan 1998). In most real-world applica-
tions, however, CBA is implemented as a form of preferentialism in which well-being is 
equated with the satisfaction of individuals’ preferences. Thus, the economic approach 
generally relies on estimates of the amount individuals are willing to pay for a gain (or 
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to avoid a loss) or the amount they are willing to accept as compensation for a loss (or 
to forgo a gain). In order to infer such amounts from individual behavior, the economic 
approach presupposes that discrete choices revealed through market transactions are 
rational manifestations of individuals’ preferences (Becker 1976). On that basis, indi-
vidual actors are thought to be best able to choose from the options that yield the high-
est net benefits to themselves, subject to their own budget constraints. Utilizing the 
best available evidence of individual preferences when evaluating the costs and ben-
efits of government regulation therefore rests on a strong liberal premise: Rather than 
presume individuals want some fixed level of protection irrespective of cost, the CBA 
approach aims to give them the level they prefer as revealed by their behavior in other 
settings.

The most prominent and practically significant manifestation of the revealed pref-
erence approach is the academic literature on the monetary value of a statistical life 
(VSL). When assessing environmental, health, and safety regulations, US federal 
agencies typically use a monetary value of the benefits of risk avoidance that has been 
empirically derived through observations of individual behavior in labor markets. The 
central theoretical premise of these studies is that, other things equal, workers demand 
a higher wage in order to accept a higher level of occupational fatality risk. Large data 
sets have been analyzed with this assumption in mind and a consensus view among 
practitioners has developed that the implicit value of a statistical life revealed by wage 
premiums lies somewhere around $7 million (Viscusi and Aldy 2003; Kochi, Hubbell, 
and Kramer 2006). Such figures now are routinely used to compute the monetized 
benefits of proposed regulations, affording in the process a ready basis for comparison 
against the estimated economic costs of regulation. Referencing this literature, ana-
lysts contend that citizens should be granted only that level of environmental, health, 
and safety benefit that they themselves have proven willing to purchase through their 
revealed market behavior. Again, both practical and principled arguments support this 
approach to welfarist policy analysis, as alternative welfare theories (such as hedonic 
or objective list accounts) often lack comparably rich empirical literatures to support 
real-world policy implementation, and as the preferentialist approach seems to com-
port with the liberal ideal of respecting the autonomous decision-making of individu-
als (Adler and Posner 2006).

2.2 The Behavioralist Critique of Individual Rationality

A multitude of empirical findings about human decision-making behavior have called 
into question the assumptions of the neoclassical model of “homo economicus” (Jolls, 
Sunstein, and Thaler 1998). Studies have found that people often base their decisions 
on psychological heuristics, which are essentially rules of thumb used to process 
uncertain or information-rich options (Kahneman 2003). These shortcuts can lead to 
results that deviate from the predictions of standard economic or rational choice the-
ory because people give too much weight to available or easily accessible information, 
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orientate themselves toward what is familiar or prominent, allow themselves to be mis-
led by highlighted similarities, or tend to confirm previously held beliefs even if they 
are inaccurate. In many predictable real-world settings, people therefore fail to make 
optimal decisions that maximize their subjective expected utility, casting doubt upon 
the use of individual preferences and behavior as the measuring rod of welfare within 
the economic analysis of law (Korobkin 2009).

For this reason, even though CBA is typically justified as a method of promoting 
social welfare-maximization, behavioralists have argued that its most plausible ratio-
nale is based on cognitive grounds—as a mechanism for counteracting predictable 
shortcomings in individual and social cognition that would otherwise, via democratic 
processes, result in inefficient laws and policies. CBA, in their view, serves as a correc-
tive to poor judgments by individuals and societies that result from the use of cognitive 
heuristics, from informational and reputational cascades, from thinking processes in 
which benefits are “on screen” but costs are not, from intense emotional reactions, and 
so forth (Sunstein 2000). Traditional precautionary regulatory approaches, in contrast, 
seem to reinforce these deficits as they appear to focus asymmetrically on the risks of 
a proposed product or activity, to the exclusion of benefits. Precautionary approaches 
thus are thought to result in policy choices that potentially cause more harm to human 
health or the environment than good (Sunstein 2003).

This shift in perspective away from a strict efficiency-based point of view to a cogni-
tive characterization of CBA depends on an array of intercoupled psychological mecha-
nisms that are believed to culminate in systematic distortions of public risk perception. 
Among the most notable are the availability heuristic, probability neglect, loss aver-
sion, status quo bias, and affect. A number of reinforcing factors in particular social 
settings have also been identified. These include availability cascades, moral panics, 
and group polarization. Each of these phenomena will be examined briefly below.

When evaluating a risk, people rely upon how easily they can think of examples of 
the potential misfortune (Slovic 2000). Familiar events are sometimes more cogni-
tively available than rare events simply because the former are more numerous, but 
relative salience or vividness also plays an important part in availability. If floods have 
occurred in the immediate past, people who live on flood plains are far more likely to 
purchase insurance, but the demand for insurance tends to decline steadily as vivid 
memories recede (Sunstein 2005, with reference to Tversky and Kahneman 1982 and 
Slovic 2000). Similarly, the effect of seeing a house burning down has a greater impact 
on the subjective probability assessment of such accidents than the impact of reading 
about a fire in a local paper (Tversky and Kahneman 1982). At the societal level, analysts 
worry that the demand for environmental, health, and safety protection may be driven 
by vivid, dramatic events that bear little resemblance to the risk priorities that would 
follow from a detached ranking based solely on actuarial data (Sunstein 2003).

Public perceptions of risk also may be affected by probability neglect. As the behav-
ioral research has shown, even if highly improbable, people may gravitate towards 
worst-case scenarios and support costly measures to guard against them, however 
remote the associated risks (Sunstein 2005). Thus, often people may incur too high a 
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cost to avoid low probability outcomes if fear or salience is involved (Rottenstreich 
and Hsee 2001). The precautionary regulatory approach, in light of this finding, may 
produce serious difficulties for agencies, as regulators may—no less than individuals—
obsess over low-probability risks in a way that can lead to costly expenditures for little 
or no gain. Worse still, new risks may arise as a result of the regulatory intervention, 
with an equal or even greater probability than those initially addressed.

In addition, the behavioral research has shown that people see a loss from the status 
quo as having more impact on their well-being than an equally sized gain from the sta-
tus quo. As Richard Thaler and other researchers demonstrated in classic experiments 
involving loss aversion and the endowment effect, facing a loss can make us afraid in 
ways that exceed our moods of positive anticipation when we look forward to some 
supplement to what we now have (Thaler 1991;  chapter 12 by Korobkin in this volume). 
With respect to fear and risk regulation, Cass Sunstein therefore suggests that “[p] eople 
will be closely attuned to the losses produced by any newly introduced risk, or by any 
aggravation of existing risks, but far less concerned with the benefits that are fore-
gone as a result of regulation” (Sunstein 2005, p. 42). A recommendation to take pre-
cautions against potential losses from the existing state of affairs will therefore seem 
more appealing than an anticipation of potential benefits that would flow from chang-
ing that state of affairs. We are biased toward the status quo: When confronted with a 
potentially beneficial but also risky course of action, we fall back on the precautionary 
instinct that it is “better to be safe than sorry” (Sunstein 2005, p. 47;  chapter 11 by Zamir 
in this volume).

Finally, perhaps the most fundamental of all the mechanisms of risk perception 
mentioned is affect. The emotional reactions that people experience in response to 
ostensibly threatening incidents have been found to be some of the most reliable indi-
cators of how risky individuals perceive them to be (Slovic et al. 2004; Finucane et al. 
2000; Loewenstein et al. 2001). What is readily available to some individuals depends in 
large part upon how emotionally captivating the impressions of misfortune generated 
are. As has been shown, many of those who reject gun control legislation are alert to 
incidents in which private gun ownership allowed people to fend off criminal violence 
(Kahan and Braman 2003). Similarly, researchers believe that people display loss aver-
sion or status quo biases because when they anticipate losing what they now have, they 
can become genuinely afraid and fixate their attention on the unfavorable outcome 
instead of on its likelihood (Sunstein 2005). Seen in this light, the language of benefits 
and costs is thought to be able to “cool down” people’s intuitive, affect-driven reac-
tions—just as more emotive discourses, such as the precautionary principle, appear to 
stir them up (Kysar 2011).

As mentioned at the outset of this section, proponents of the behavioral economic 
approach have presented a set of additional factors that magnify the distorting influ-
ences just described. The first involves social bandwagons and cascades, in which 
apparently representative anecdotes and gripping examples are spread rapidly from 
one person to another (Heath 1996). Processes of this sort may have played a role in 
public conversations over mad cow disease, Asian flu, and other prominent risks 
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(Sunstein 2005), when people observed the actions of their peers and then reached the 
same or similar perspectives, regardless of their own individual information signals. 
The second type of reinforcing factor involves group polarization. In the context of 
risk evaluation, group polarization occurs when like-minded people engage in delib-
erations over risks and how to diminish them. In the course of such debates, people 
often “end up accepting a more extreme version of the views with which they began” 
(Sunstein 2005, p. 98). They move in the direction of the most persuasive and frequently 
defended position in a group so that in the context of, say, climate change, group mem-
bers who believe in the threat of climate change will collect a disproportionate number 
of arguments justifying their fear. The group as a whole will then shift toward greater 
fear. Moreover, because group members will want to be perceived favorably by oth-
ers they will adjust their attitudes towards the dominant position. When other people 
share some group members’ views, they then grow more confident that they are correct 
and their views become increasingly extreme (Baron et al. 1996; Hatfield, Cacioppo, 
and Rapson 1994). Analysts believe that these catalyzing and distorting dynamics play 
a powerful role in the demand for environmental, health, and safety regulation. Again, 
the precautionary approach to regulation is criticized as serving to enable fear cascades 
and overreactions, rather than tamper them down through cool-headed analysis.

The preceding list of distorting influences is far from exhaustive. Nevertheless, 
it should make plain the ways that cognitive processes are believed to shape and dis-
tort risk perceptions. The implication is that not only are people alarmed when they 
ought not to be, but they also can be ignorant when they should be frightened (Sunstein 
2005). A society that fears nuclear power because of salient and dreaded meltdown sce-
narios might well pay too little attention to the risks associated with coal- or gas-fired 
power plants. And societies that ban genetic modification of food because they fear the 
unfamiliar may be insufficiently mindful of the potential benefits of the technology 
(McHughen 2000). The upshot is not that it becomes possible to say whether excessive 
fear or excessive fearlessness dominates in public risk perception. Rather, the conclu-
sion that has been drawn from this account is that the public, driven by emotional reac-
tions and cognitive biases, simply cannot be expected to get it right most of the time. In 
fact, proponents of the economic approach see a key task of government regulation to 
be the uncovering of irrationality in public risk perceptions—a task that in their view 
is best achieved through systematic analyses of benefits and costs of regulation, car-
ried out by scientific experts and government agencies that are relatively shielded from 
public demands.

The behavioralist account thus rejects a populist system of regulation that takes pub-
lic risk evaluations at face value (Kahan et al. 2006). Well-functioning governments, it 
is claimed, aspire to be “deliberative democracies” that account for the public’s anxiet-
ies, but “their responsiveness is complemented by a commitment to deliberation, in 
the form of reflection and reason giving” (Sunstein 2005, p. 1). Institutions and pro-
cedures ought to be created that feature a degree of insulation in order to resist public 
demands that seemingly lack a solid foundation. Experts are supposed to be relatively 
immune from the influences that inevitably distort public evaluations of risks because 
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experts, by virtue of their role and training, can be expected to use more calculative 
and evidence-based reasoning, and thus be better equipped to assess whether risks are 
real and worthy of regulation (Sunstein 2005).

2.3 The Behavioralist as Regulator

Findings such as those just reviewed have also sparked controversy over whether the 
law should provide individuals with assistance when making decisions: If we really do 
stagger through life, being pulled and shoved by our appetites, whispered to by fears 
and beckoned by hopes, mostly keeping our balance but regularly obtaining less util-
ity than is hypothetically conceivable, then might the best social response be a form of 
legal paternalism—that is, the position that one of the legitimate goals of law is to pro-
tect us from ourselves in particular cases, even against our own will if need be? The case 
for strong paternalistic intervention is subject to a number of familiar objections, the 
most serious being the restriction of freedom suggested by state interference with indi-
vidual preferences. A regulation mandating removal of potentially toxic chemical resi-
dues in foodstuffs, for example, might harm those who would rather pay less for food 
and spend the saved money on something else, even if the regulation would otherwise 
benefit many. Legal paternalism also seems to ignore the possibility that in some cir-
cumstances it may be best for an individual to make a mistake and suffer consequences 
in order to learn from experience (Regan 1983). For instance, someone may, ex ante, 
value being free to choose between a hazardous workplace and a safer alternative with 
lower wages, but if he chooses safety then his preference for safety may increase, leaving 
the value he attaches to being left free to opt for risk diminished ex post (Burrows 1993; 
 chapter 7 by Mitchell in this volume).

These examples highlight the problematic assumption of superior state knowledge 
that paternalism is based upon, and the associated postulate that a government offi-
cial acting on the people’s behalf is better able to maximize citizen well-being than 
citizens themselves. Such issues of paternalism arise in almost all contexts of regula-
tion. Legal academics and policymakers have therefore moved toward a vision of state 
influence that does not resort to actual coercion and its accompanying restraints on 
freedom. Early proponents called such a regulatory paradigm “asymmetric paternal-
ism” because large benefits may be created for those who are subject to cognitive errors, 
while imposing little or no harm on those who are not (Camerer et al. 2003). George 
Loewenstein and Emily Haisley set forth a comparable agenda, which they label “light 
paternalism” (Loewenstein and Haisley 2008). Richard Thaler and Cass Sunstein use 
the term “libertarian paternalism” to delineate a similar policy conception (Thaler 
and Sunstein 2009; Sunstein and Thaler 2003). In particular, they pursue a vision of 
noncoercive state intervention by setting down a “golden rule” of libertarian pater-
nalism: The law should offer behavioral “nudges” that are most likely to help and least 
likely to inflict harm (Thaler and Sunstein 2009, p. 74). In the environmental regula-
tory context, this new solution often amounts to libertarian policy interventions that 
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accentuate the social cost of pollution, or the social benefits of mitigation—a policy 
that has also been labeled as “libertarian welfarism” (Korobkin 2009, pp. 1671–73)—as 
opposed to the private costs and benefits of such activities. Both paradigms avoid man-
dating particular behavior and instead merely structure the context of choice so that 
the negative effects of individual behavior—whether private or social—are made vis-
ible, thus making the optimal activity more desirable for individuals.

These maxims are operationalized through a choice of instruments that is best 
characterized by rising intensity of intervention—and thus growing restraints on 
freedom: (1) the use of disclosure as a regulatory tool; (2) simplifying choices through 
sensible default rules and reduced complexity; (3) increasing the salience of certain fac-
tors or variables to promote better decision-making; and (4) promoting desirable social 
norms (Sunstein 2011). These four recommendations will be discussed in turn.

The first recommendation fits comfortably within the traditional economic para-
digm, as it merely seeks to overcome problems of information asymmetry or infor-
mation failure that prevent actors from making welfare-maximizing decisions. In 
the United States, for instance, the Environmental Protection Agency (EPA) has 
required that car manufacturers post the estimated gas mileage and annual cost of 
gasoline on the windshields of new cars. Since the cost of operating a new car is pre-
sumably relevant for many buyers, and because of the trouble they would face estimat-
ing this cost on their own, such a requirement is likely to make relevant information 
more accessible and to enable buyers to purchase cars that are less costly to operate 
(Korobkin 2009). Placing a greater emphasis on enhancing overall social as opposed 
to merely private welfare would insist on requiring car manufacturers to add another 
windshield sticker, providing information regarding the car’s greenhouse gas emis-
sions and other pollution externalities. In the same vein, a report by the Office of 
Information and Regulatory Affairs (OIRA) to Congress on the costs and benefits of 
federal regulation has suggested new initiatives along the lines of EPA’s issuance of a 
Greenhouse Gas Reporting rule, requiring disclosure by the most significant emitters 
of climate-warming pollutants (OIRA 2009). According to OIRA, the data will allow 
businesses to track their own emissions and to compare them to similar facilities, and 
will help to identify cost-effective ways to reduce emissions in the future.

The second recommendation, which more clearly reflects the behavioralist turn 
in law and economics, involves the insistence that regulators should pay heed to 
the “choice architecture” that individuals face when making many important, 
welfare-affecting decisions (Thaler and Sunstein 2009). For instance, when individu-
als encounter a significant degree of unfamiliarity and complexity for a given choice, 
setting a default rule by law may work effectively to “nudge” many individuals to 
welfare-enhancing choices. Setting a default rule takes advantage of status quo bias, 
as people are more prone to choose what they perceive to be part of the background or 
“standard” set of conditions (Kahneman, Knetsch, and Thaler 1990). Having electric-
ity customers signed up by default to participate in a renewable energy development 
fund, for instance, is expected to lead to higher participation rates than a default rule 
in which they must opt into the program. In other contexts, regulators might simply 
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structure the choice architecture to require individuals actively to reach a decision, 
without preferencing one option over another. Such active choosing might be preferred 
when the government lacks relevant information so that a particular default rule might 
be harmful to some or many, or when the learning effects of active choosing by indi-
viduals are especially desirable (Sunstein 2011).

The third recommendation reflects the finding that the manner in which informa-
tion is presented to individuals can be as significant as the decision whether to present 
information at all. Recognizing that actual humans are more psychologically complex 
than the rational information processor at the heart of the conventional economic 
model, proponents of behavioral law and economics insist that regulators should 
consider social scientific research regarding the best manner of information presen-
tation to ensure the effectiveness of their interventions. For instance, the National 
Highway Transportation Safety Administration (NHTSA) in the United States sought 
to implement a requirement of the 2007 federal energy bill that the agency create a 
Tire Fuel Efficiency Consumer Information Program, consisting of both a rating sys-
tem of tire fuel efficiency and a labeling program to convey the information to con-
sumers. Although the agency had conducted some focus group and survey testing 
of its proposed labeling program, OIRA rejected it because the agency had not con-
ducted “scientifically valid experiments” that were capable of quantifying “consum-
ers’ understanding of the label” (quoted in Kysar 2011, p. 52). As this example shows, 
the insistence that regulation be premised upon rigorous and current social scientific 
understandings can itself serve to delay the adoption of regulations. Nevertheless, the 
ultimate goal of such insistence is the creation of consumer information programs that 
will be more effective than bland disclosure because they will be premised on a more 
sophisticated psychological understanding of how individuals perceive, process, and 
use information.

The fourth and final recommendation accounts for the fact that individuals are 
social beings whose preferences may be interdependent or may be influenced by per-
ceived social norms (Vandenbergh 2005). For instance, household electricity consump-
tion might go down if we nudge people with emoticons on their utility bills that reveal 
whether their usage is higher or lower than that of their neighbors (Ayres, Raseman, 
and Shih 2009). Policy measures such as these are built on a relatively straightforward 
mechanism: If (respected) people in a community engage in behavior that increases 
social welfare and that behavior is visible, a norm may emerge that increases the likeli-
hood that others will act in accordance with the norm. Again, from the perspective 
of libertarian paternalism (or welfarism), such dynamics are preferable to outright 
regulatory command, as the possibility remains for individuals to defect from the 
social norm. (Indeed, one study showed that Republican electricity consumers actu-
ally increase their usage in response to an emoticon-based nudge program that was 
designed to encourage energy conservation; see Costa and Kahn 2010).

From the libertarian paternalist or welfarist perspective, a general theme of regula-
tion emerges that is focused on small, inexpensive initiatives that have strong empiri-
cal foundations (Sunstein 2011). The justification for state intervention based on this 
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regulatory regime is two-tiered:  first, provisional justification for interference with 
individual preferences requires the existence of relevant deficits in rationality; second, 
further endorsement of preference interference is made contingent on the possibility 
that the same cognitive biases can be counteracted by simply structuring the choice 
architecture that people are given without coercing those who do not suffer from the 
cognitive bias.

In sum, much of the behavioral law and economics turn within policymaking rep-
resents a confluence of, on the one hand, the neoclassical economic goal of assessing 
and maximizing efficiency gains as measured by preference satisfaction and, on the 
other hand, the behavioralists’ empirical observation that individual decision-making 
is sometimes inconsistent with key assumptions of rational choice theory. From the 
regulatory theory perspective, a (more comprehensive) response was needed to the 
various ways in which observed behavior appears inconsistent with key assumptions of 
rational choice theory. Both academics and government administrators thus embarked 
on a common project aimed at incorporating findings from the cognitive sciences into 
the use of CBA and the oversight of federal regulation (Sunstein 2011), expanding its 
scope to important domains such as the assessment of agency responses to a wide range 
of environmental issues (Livermore and Revesz 2011). And although the United States 
has been the most prominent venue for these developments, it has been far from alone 
(Livermore and Revesz 2013).

3 Behavioralist Counterturns to the 
Behavioralist Turn

3.1 Precautionary Regulation as a Debiasing Measure

Leading proponents of the behavioral approach to environmental regulation have 
demonstrated that certain psychological tendencies might lead individuals and groups 
to overreact to salient risks. In turn, the traditional precautionary approach to risk reg-
ulation is thought to reflect and perhaps exacerbate such tendencies by focusing asym-
metrically on the harm that might come from an activity, rather than on the benefits it 
might pose or the harms that might follow from regulating it. This account, however, 
depends on a selective reading of the social scientific literature on risk perception. For 
instance, although much has been made of the availability bias as a catalyst for overin-
vestment in risk mitigation (Kuran and Sunstein 1999), availability errors can just as 
easily lead to underinvestment in disaster prevention. In the event of some underrated 
risks, the precautionary approach might allow regulators to overcome the problem of 
nonavailability. Consider again the case of earthquake insurance. As noted above, in 
the aftermath of an earthquake, demand for insurance rises, but thereafter declines 
steadily as recollections fade (Sunstein 2006). If governments require insurance 
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policies to have long-term coverage periods (or if they require a lengthy period as the 
default term of a contract), then individuals’ efforts to reduce exposure to catastrophic 
risk in the immediate aftermath of a disaster might better match actuarially preferred 
coverage levels even when memories recede.

More generally, there are reasons to believe that human risk perception and deci-
sion-making are skewed against environmental protection, notwithstanding occa-
sional availability cascades that drive concern about certain salient risks. As David 
Dana has noted, environmental policy decisions are often framed as a choice between 
“avoidance of a relatively sure, immediate, or very near-term loss of money (i.e., the 
costs of taking regulatory action) and avoidance of a relatively unsure, non-imme-
diate loss in human or ecological health and welfare” (Dana 2003, p. 1320). If deci-
sion-makers are asked to juxtapose economic losses that are relatively certain with 
health and environmental losses that are not, and when the first are often immedi-
ate while the second relate to the future, then their judgments skew toward avoid-
ing the former and underestimating the latter (Dana 2003). As Daniel Kahneman 
and Amos Tversky have shown in their seminal article on prospect theory, people 
generally overweigh outcomes that are considered certain relative to outcomes that 
are merely probable (Kahneman and Tversky 1979). In the regulatory context, future 
health and environmental losses are typically uncertain, both at the level of deter-
mining whether perceived threats will cause harm and with respect to the question 
of whether available technology or regulatory tools will in fact prevent such harm 
(Krier 1994; Rachlinski 2000). It is, for instance, exceedingly difficult to predict 
exactly what impact curbing or prohibiting deforestation will have on the magnitude 
and speed of climate change. By contrast, it is certain that some opportunity costs 
will be incurred as a result of such regulation (Dana 2003).

What is more, the behavioral research has shown that people value the avoidance of 
instantaneous or almost-instantaneous losses far more strongly than the avoidance of 
remote losses, even in the not-too-distant future (Loewenstein and Prelec 1992; Shelley 
1994; Vlek and Keren 1992). As in the example above, losses in human health and asso-
ciated safety hazards are typically much more distant than are job losses or forgone 
industrial profits. Decades can pass between exposure to a contaminant and the mani-
festation of a disease (Revesz 1999; Viscusi 2000). Or it may take years for us to under-
stand the full implications of, say, the displacement of conventional plant species by 
genetically modified agricultural products. On the other hand, no one seems to doubt 
that a new regulatory burden on, for example, polluting vehicles will result in greater 
economic costs through increased equipment expenses, manufacturing delays, or the 
like (although the evidence suggests those costs are often significantly overstated by 
opponents of regulation; see, e.g., Morgenstern, Pizer, and Shih 2002; Berman and Bui 
2001; Bezdeka, Wendlinga, and DiPerna 2008). The only issue that typically generates 
controversy is whether such measures would actually result in the prevention of health 
and environmental loss (Dana 2003).

To be sure, these dynamics do not tell us whether a policy based on precaution is 
more or less desirable than the CBA approach. The answer depends on whether the 
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problem of overregulation in the immediate aftermath of a disaster (i.e., when the rel-
evant risk is readily available) is greater or less than the problem of underregulation 
for those risks that are not cognitively available. A large research literature in psychol-
ogy tells us, however, that in the environmental regulatory context we should prob-
ably be more concerned with the latter problem. According to what are known as 
“dual-process theories of thinking,” for instance, numerical representations of saved 
lives often lack compelling meaning to individuals, so that statistical information will 
be underattended to in their decision-making and beliefs (Loewenstein et  al. 2001; 
Slovic et al. 2002). The same psychological research suggests that we often have trou-
ble appreciating the meaning of lost lives as their number becomes larger, experienc-
ing a form of “psychic numbing” (Slovic et al. 2013; Fetherstonhaugh et al. 1997). In at 
least some risk contexts, the precautionary principle can therefore be justified prag-
matically, as a method of underscoring the importance of attending to environmen-
tal issues that might otherwise be overlooked. By shifting the burden of proof toward 
the beneficiaries of potentially risky activities, it may work as a “debiasing” measure, 
enabling serious consideration of regulatory action to address otherwise underappre-
ciated risks. The precautionary principle, in this sense, serves as a reminder that we 
must worry about harm to human health and the environment even—especially—if 
it seems distant and uncertain; it lessens biases and may result in sound policy recom-
mendations, which otherwise tend to overemphasize the concern to avoid the certain 
and immediate economic costs of regulation.

3.2 The Indeterminacy (and Manipulability) of the Behavioral 
Literature

Even within the behavioral literature, researchers disagree extensively on such mat-
ters as “when lay-expert divergences represent valid expressions of public values, 
as opposed to cognitive errors or misperceptions” (Kysar 2003, p. 1782) and whether 
heuristic decision-making more generally is better seen as prone to systematic error 
or as remarkably well adapted to the actual environments within which humans exist 
(Gigerenzer, Todd, and the ABC Research Group 1999; Kysar et al. 2005). In the con-
text of risk regulation, for instance, people seem to care not just about expected annual 
mortality or the aggregate amount of lives saved, but also about a range of contextual 
features such as the catastrophic nature of the risk in question, whether the risk is 
incurred voluntarily, whether it involves irreparable losses, how equitably distributed 
or concentrated on innocent victims the danger is, how well we understand the risk, 
whether it would be faced by future generations, and so forth (Sen 2000). In the eyes of 
some behavioral researchers, many of these components are normatively significant, 
such as when people are less tolerant of involuntary exposure to air pollution from a 
hazardous waste disposal facility than from voluntary smoking (Fischhoff et al. 1978; 
Heinzerling 1998).

 



762   ADRIAN KUENZLER AND DOUGLAS A. KySAR

Hence, differences in risk perception may often result from different valuations of 
the “same” level of risk, rather than from diverging information, factual knowledge, or 
mental shortcuts. Indeed, people’s general ordering of familiar threats in terms of risk 
is often quite accurate in the actuarial terms that experts use, such as the amount of 
injuries and deaths they annually cause (Morgan 1993). But a divergence occurs when 
people are asked to rank these hazards in terms of importance, a more open-ended 
frame that allows their qualitative beliefs and normative judgments to enter into 
the evaluation (Morgan 1993; Hill 1992). It may thus be perfectly rational and under-
standable when the public demands that more resources be spent to achieve the same 
level of risk reduction if some risks are involuntarily imposed rather than voluntarily 
assumed, or when risks arise through processes perceived as illegitimate rather than 
legitimate. People are apparently concerned about how they live, how they might die, 
and who might be in charge of their quality of life. A myopic focus on lives saved would 
be insensitive to issues of this kind (Boyd, Kysar, and Rachlinski 2012).

Keeping these observations in mind, some seeming puzzles in risk regulation dis-
solve. Even though the economic approach derives much of its appeal from being a 
disciplined analytic tool for evaluating regulatory choices, it runs the risk of presup-
posing that the world outside agencies is entirely irrational, and that choices made on 
any other basis than those founded on narrow risk assessment and economics must 
be fundamentally flawed (Gayer and Viscusi 2012). It then comes as little surprise if 
EPA and the US Department of Transportation are found to assume that energy effi-
ciency is always the paramount product attribute for durable consumer goods, and 
that consumers’ decisions made on any other basis (such as valuations of car attri-
butes that fuel-efficient cars do not offer) are essentially unsound (Gayer and Viscusi 
2012). Read broadly, the behavioral economic approach might justify a form of gov-
ernment intrusion that simply overrides consumer preferences regardless of their 
source. But once we realize that the expert’s conceptions of value may be at odds with 
well-considered public perceptions of risk and benefit that are not properly dismissed 
as biased, then narrow technocratic assessments become much more difficult to 
endorse unreservedly.

In response to these differences, proponents of the economic approach have argued 
that experts could simply quantify the various reasons that determine laypeople’s judg-
ment of risk and adjust cost-benefit calculations accordingly. The government’s task 
would then be to distinguish between lay judgments that result from simplistic or mis-
leading thought processes (for example, as a consequence of the availability heuristic) 
and lay judgments that result from a different or deeper form of rationality (for exam-
ple, as a result of the view that distributive equity in risk imposition matters even at the 
expense of aggregate social welfare). But is the economic approach actually capable of 
incorporating the observed disparities? To some extent, the answer is yes. The EPA, 
for instance, has proposed the use of a 50% “cancer premium” to value the benefits of 
regulations that avoid deaths by cancer, in light of empirical evidence suggesting that 
individuals value such avoided mortality higher than the accidental workplace risks 
that dominate the VSL literature. Unlike workplace accidents, many cancer deaths are 
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seen to be involuntarily imposed and are strongly associated with dread (Livermore 
and Revesz 2011).

If accepted, the “cancer premium” would work to effectively raise the permissible 
stringency of cancer-avoiding regulations by increasing the monetary benefits of 
such regulations for purposes of CBA. But the very promise of proregulatory ben-
efits from the behavioral literature also suggests the literature’s diversity, indeter-
minacy, and potential manipulability: Just as behavioral researchers are unable to 
agree among themselves whether public demands for risk regulation are generally 
untrustworthy or not, interest groups within regulatory battles seem likely to cast 
about within the behavioral literature in search of studies and findings that support 
their preferred outcomes. The behavioralist turn in the law and economics approach 
to environmental regulation might then simply add another layer of gamesmanship 
to a rulemaking process that already has been aptly described as a “blood sport” 
(McGarity 2012).

Consider the EPA’s experience attempting to regulate coal ash waste. In this long 
overdue rulemaking, the EPA proposed to regulate coal ash that is a byproduct of elec-
tricity production and that contains a variety of heavy metals, carcinogens, and other 
materials known to be hazardous to human health. Over 100 million tons of the waste 
are generated each year in the United States and threaten to contaminate groundwater 
and cause harmful ecological and human health effects, both by leaching from unlined 
waste impoundments and through catastrophic releases such as the 2008 incident at 
the Kingston Fossil Plant in Tennessee. The EPA originally recommended that coal ash 
be listed as a Subtitle C “hazardous waste” and subjected to the requirements of the 
Resource Conservation and Recovery Act (RCRA). Following OIRA review, however, 
the agency revised the proposal to include both its original plan and two other signifi-
cantly less stringent alternatives that would essentially treat coal ash as little different 
from household waste.

The primary justification for this adjustment of the RCRA requirements for coal ash 
came from a behavioralist argument by industry that classification of coal ash as a haz-
ardous waste might give rise to a “stigma effect” whereby the beneficial reuse of coal ash 
would no longer be economically viable. At present, some coal ash is recycled and used 
in road paving, construction concrete, and other safe and beneficial applications. Even 
though the EPA was careful to note in the proposal that it was not altering an earlier 
determination that such beneficially reused coal ash is exempt from RCRA’s hazardous 
waste regulations, industry representatives argued that stringent regulation of remain-
ing coal ash would unduly “taint” beneficially reused waste material. The price tag for 
this unintended behavioral consequence of regulation was $233.5 billion in lost ben-
efits, an amount that radically tilted the EPA’s original cost-benefit estimates against 
regulation.

Empirical support for the coal ash “stigma effect” is surprisingly thin, despite the 
significance afforded it by OIRA. One study often cited in the behavioral economic lit-
erature, for instance, found that subjects were unwilling to drink juice from a glass that 
had recently contained a cockroach, even though the subjects were assured that the 
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cockroach had been “medically sterilized” (Jolls and Sunstein 2006, citing Rozin 2001). 
That same study was relied upon by economists in a study of Superfund site designation 
to construct a model of human behavior in which “people replace calculations of risk 
versus benefit with a simple heuristic of shunning, the avoidance of the stigmatized 
object” (Schulze et al. 2004, p. 23). Just as the heuristics and biases literature more gen-
erally has been interpreted to suggest that individuals often misconstrue and mispur-
sue their best interests, the EPA economists concluded that “while shunning may have 
evolved from an adaptive response to avoid contaminated food, it can be triggered in 
inappropriate circumstances” (Schulze et al. 2004, p. 24). Thus, because subjects were 
unwilling to drink juice from a glass that had contained a “medically sterilized” cock-
roach, individuals more generally were assumed to be prone to overreaction to risk. 
Consistent with this assumption, the EPA economists found that Superfund cleanup 
delays of ten to twenty years increase the chance of stigmatization for properties sur-
rounding designated sites, such that the benefits of an eventual cleanup may never be 
reflected in restored property values.

These studies seem far afield from the context of coal ash reuse. Even the Superfund 
study sheds little light, as the event triggering “taint” in that context was a designation 
of hazardous status by the EPA and a subsequent failure to clean the site up for one 
or more decades. In the coal ash context, on the other hand, the EPA has specifically 
exempted beneficially reused materials from hazardous designation. Why then was 
industry allowed to extrapolate from a study on cockroach juice to a multibillion-dollar 
claim about coal ash reuse? In this rulemaking at least, the addition of behavioral sci-
ences seems to have given industry more weaponry with which to delay regulations 
and fudge calculation of their impacts, rather than to improve the understanding and 
transparency of policy assessment.

This finding suggests that behavioral law and economics proponents must remain 
attentive to the institutional context within which their recommendations will be 
received. Even if the incorporation of behavioralist research into regulatory rulemak-
ing is advisable from an academic perspective, the incorporation will still occur within 
a political setting capable of distorting the research’s implications.

3.3 The Demand for Regulation and the Need for Shoves, 
Rather Than Nudges

Advocates of the behavioral economic approach maintain that loss aversion, the sta-
tus quo bias, and the endowment effect can blind people to the benefits of potentially 
hazardous courses of action while keeping them closely attuned to the losses pro-
duced by a newly introduced risk or aggravation of an existing risk. Legal scholar Cass 
Sunstein uses the phrase “Laws of Fear” to denote the immediate and remote impacts 
of these phenomena on a disproportionately growing demand for regulation (Sunstein 
2005). According to Sunstein, “these mechanisms show the sense in which the relevant 
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blinders are not arbitrary or coincidental”—they “have an unmistakable structure” 
and are “universal” (Sunstein 2005, p. 35).

Whether people are systematically ignorant of the benefits that are forgone as a result 
of potentially hazardous courses of action can be questioned—as further insights from 
the cognitive sciences suggest. Although we may be prone to overreaction in some dis-
crete settings, it remains one of the most well-established findings in modern psychol-
ogy that we tend to justify and excuse the systems within which we are embedded to the 
point that we ignore or discount evidence that those systems may be unjust, unsustain-
able, or otherwise undesirable. Take the case of public reactions in the aftermath of 
catastrophic events such as Hurricane Katrina, in which stark differences in disaster 
vulnerability were revealed along racial and economic lines in the city of New Orleans 
and surrounding areas. The responses of both victims and the general public involved a 
direct defense of the status quo in terms of victim blaming, stereotyping, and internal-
ization of inequality. Rather than criticizing those in charge—given that five disastrous 
days passed between the storm and a firm commencement of relief efforts—much 
blame was addressed toward the victims of Hurricane Katrina (Napier et al. 2006). An 
impartial look at the situation exposed clear governmental shortcomings such as the 
failure of local and national government to communicate and to provide for adequate 
evacuation opportunities. But since this criticism would have called into question 
the legitimacy of the “system,” and would have highlighted stark racial and economic 
inequalities within it, both the accounts of journalists and evacuees alike reported—
without support (Thevenot and Russell 2005)—that many of the storm’s troubling con-
sequences for the poor and displaced were due to violence and other types of unlawful 
behavior in the days following the hurricane. Likewise, many commentators and 
observers appeared to hold flood victims responsible for “choosing” not to evacuate, 
without assuring themselves that the affected individuals actually received a meaning-
ful opportunity to flee the coming storm.

In such situations, people are motivated to accept and rationalize features of existing 
social arrangements because they seek consistency in their beliefs (psychologists refer 
to the process of producing internal consistency of beliefs as dissonance reduction; see 
Festinger 1957), one of which typically is a belief that the social systems in which they 
are embedded are basically just. This belief inclines them toward processing new infor-
mation in a manner that is consonant with their prevailing views about the contexts 
within which they live (Greenwald 1980). Social psychologists speak of a human pro-
clivity to hold more favorable attitudes toward the “system” than is warranted, reject-
ing evidence that is inconsistent with these attitudes (Lord, Ross, and Lepper 1979). As 
in the case of processing scientific knowledge, such “biased assimilation” results in a 
tendency of people’s beliefs about the world to become more extreme rather than being 
moderated, if they are confronted with mixed evidence on a subject about which they 
hold strong feelings (Lord, Ross, and Lepper 1979).

From this finding follows a widespread propensity towards system justification (Jost 
et al. 2008), in that people “support, defend, and bolster the status quo simply because it 
exists” (Napier et al. 2006, p. 60). Thus, contrary to what proponents of the behavioral 
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economic approach contend, the demand for environmental legislation might actually 
be far too low—particularly among those deprived of access to environmental qual-
ity—because individuals have adapted to an environmentally unsustainable status 
quo. Whether a regulatory proposal will be perceived as preserving or as threatening 
the status quo is often a contingent, context-specific question. In the case of climate 
change, for instance, the US public has overwhelmingly perceived greenhouse gas 
regulations as posing a threat to life and business as usual, given that the usual policy 
proposals to address climate change entail raising the cost or otherwise significantly 
altering energy, transportation, agricultural, water management, and other criti-
cal infrastructure systems (Feygina, Jost, and Goldsmith 2010). It remains to be seen 
whether high-profile climate-related disasters such as Hurricane Sandy will alter this 
dynamic, enabling climate change itself to be seen as a threat to the status quo, rather 
than the regulations that combat climate change.

Criticism of the same kind applies to what has been inferred from the phenomenon 
of loss aversion. Rather than blinding individuals to the potential benefits of hazardous 
courses of action, loss aversion may render them relatively unwilling to sacrifice exist-
ing benefits voluntarily. The status quo in these cases acts as a reference point that peo-
ple seek to maintain. Thus, people are willing to tolerate risks that they already tolerate, 
even though they would not otherwise be willing to incur the same magnitude of risk 
from a new source (Rachlinski 2000). In the environmental, health, and safety context, 
most of the time we are compelled to choose whether to incur a loss from the present 
status quo in order to obtain a future gain. For this reason, loss aversion may put an 
additional roadblock in the way of society’s efforts to avoid disastrous environmental 
consequences (Rachlinski 2000;  chapter 11 by Zamir in this volume).

Similarly, whenever the legal system allocates entitlements, problems like those gen-
erated by loss aversion and the status quo bias are likely to be exacerbated. Consider 
the fact that it has been difficult, if not impossible, in the United States to bring about 
environmental regulation through tax increases on polluting products or activities. 
Although even representatives for the automobile industry have recommended gaso-
line taxes, serious proposals in that vein are virtually nonexistent in US national envi-
ronmental policy (Pirog 2011). Such political dynamics may well be understood in 
terms of the endowment effect. People who have been granted an entitlement to pollute 
the air will inevitably put a lower value on clean air than they would if they had not 
been given such an entitlement (Kahneman 1992, pp. 304–5 referring to the asymmetric 
treatment of losses and gains in conjunction with the notion of rights and entitlements 
as “enhanced loss aversion”). The current price of gasoline marks the status quo—the 
entitlement—from which deviations are measured. Given these conditions, it should 
scarcely come as a surprise that efforts to raise the price of gasoline are persistently met 
with opposition.1

1 Thomas Merrill and David Schizer have offered an ingenious gasoline tax proposal that takes 
advantage of status quo bias by establishing a price floor keyed to present US gas prices. If market 
prices drop, the tax kicks in and consumer opposition is presumably lessened by the perception that 
prices have not risen above what they perceive to be the status quo (Merrill and Schizer 2008).
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The status quo bias, loss aversion, and the endowment effect therefore strongly gov-
ern the demand for environmental regulation. Contrary to the view held by many 
advocates of the behavioral approach, this reading of the research suggests that private 
and public reactions to risks may be predictably biased against more stringent regula-
tion compared to the status quo—a reading that again suggests the proregulatory tilt of 
the precautionary approach may have much to commend it.

4 Behavioralism All the Way Down

The preceding section has shown that the diverse findings of the behavioral research 
are hardly capable of generating an overall prediction about the manner in which 
people perceive environmental hazards. The mere recognition of cognitive phenom-
ena such as loss aversion, availability, polarization, and so forth does not produce easy 
or incontestable answers as to whether people take excessive precautions or, on other 
plausible assumptions, whether they do exactly the opposite (Hanson and Kysar 1999; 
Korobkin 2009). yet the focus by behavioral economics researchers on the micro level 
of human decision-making has put scholars in a position to continue to deploy the 
conventional model of economic analysis with only the fixed additional input of one 
or more cognitive biases (Hanson and Kysar 2001, p. 259). This approach falls short, 
however, of recognizing the manner in which human behavior exists as a function of 
social, cultural, and political forces at the macro level. It is telling that the behavioral 
economic literature to date has mostly focused on the findings of cognitive psychol-
ogy, with its emphasis on the individual and on perceived departures from the rational 
utility-maximizing ideal, rather than on social psychology, with its attempt to under-
stand humans in their full socially embedded complexity. As economists and social 
psychologists have shown, individuals adapt to the role expectations that are projected 
onto them (Ackerlof and Kranton 2010), to their social and cultural environment 
(Dahrendorf 1973), to their economic status (Veblen 1994), to political processes (Elster 
1983), and so forth. Analysts must therefore study cognitive biases and other behav-
ioral findings not merely as exogenous factors to be added to the basic rational actor 
model, but also as endogenous forces that may complicate fundamentally the goal of 
using law and policy to enhance the satisfaction of individual preferences (Hanson and 
Kysar 1999; Hanson and Kysar 2001; Kuenzler 2008; Sunstein 1993). To put the point 
succinctly, the correctives prescribed by cognitive psychology may only become the 
independent variables studied through social psychology.

If one takes this kind of endogeneity seriously, then what results is an entirely dif-
ferent conception of policy analysis than the one that underpins conventional welfare 
economics, which relies on an aggregation of preexisting preferences to guide societal 
trade-off decision-making. Preferences that are, at least in part, a function of social 
and political processes can no longer serve as an independent yardstick for policy deci-
sions. Our notions of preferences are not fully separable from context because our 
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social, political, and cultural environment works in part to construct our very notions 
of what we prefer. As Jon Hanson and David yosifon have cogently stated, “The tempta-
tion to see preferences first and behavior as the consequence is widely shared. When we 
act, we need to believe that there exists an attitude or preference behind that act—our 
motive for coherence creates a need for reasons. But very often reasons do not precede 
behavior. So, we are motivated to concoct them—so motivated that we will often alter 
pre-existing attitudes” (Hanson and yosifon 2004, p. 122).

The phenomenon of cognitive dissonance, understood by psychologists to be a fun-
damental feature of human cognition, lies behind this reversal of reason and behavior 
(Steele 1988). In the environmental regulatory context, we face a contradiction between 
our beliefs—that everything will somehow work out, that the Antarctic ice shelves will 
not break off into the ocean, and that our coastlines will not be inundated—and all 
the evidence demonstrating that these calamities are already underway and that we 
are on a path toward irreversible climate change. This contradiction creates within us 
the tempestuous and disturbing state of cognitive dissonance. In order to alleviate our 
psychological burden we respond intuitively in two ways: first, by reducing the sources 
of conflict, and second, by ignoring, discarding, or deprecating new information that 
would increase dissonance. As the classic psychological researcher Leon Festinger 
observed, these propensities in individuals may attain mass acceptance, boosting a cat-
echism of flawed beliefs. If everyone else thinks the same way, it is much easier to filter 
out conflicting information. Hence, in order to uphold our personal belief that disas-
trous climate change will somehow be avoided, we downplay or neglect information 
that highlights how dire the situation is and we express naive optimism about progress 
toward another solution (Festinger 1954).

Environmental regulation, seen from this light, can neither be a straightforward 
effort to maximize existing preferences, nor may it fall prey to the idea that prefer-
ences and behaviors are shaped (exclusively) through attitudes and beliefs (the latter 
idea tends to prevail, however, in the social norms literature; see for an excellent elabo-
ration on this Lane 2012). Rather, it must reflect a choice between competing prefer-
ence orderings, which coexist within many individuals and which, at least in part, can 
be enabled or disabled by altering the relevant decision-making context (as neither set 
of behaviors can actually be said to reveal “true” preferences) (Kysar 2004). As a result, 
environmental policymakers must realize that preferences (as well as attitudes and 
beliefs) lose their traditional status as the dominant yardstick for measuring welfare. 
They can no longer play an exclusive role as goals, but rather acquire an instrumental 
meaning: They are to be viewed as tools that can be more or less effective for attain-
ing a particular outcome that is justified by other normative criteria. As such, they 
must remain open to critical reflection, deliberation, and management. In turn, laws 
must be constructed such that they reflect moral and political discourses that directly 
engage people in reason-giving, norm-creation, and collective self-determination 
(Lewinsohn-Zamir 2003).

Ultimately, of course, this conclusion will no longer allow us to judge policies on tra-
ditional preferentialist efficiency grounds, which must be seen, instead, as a program 
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for favoring one set of preferences over another. At times, behavioral law and economic 
scholars seem to be well aware that their prescriptions depend on an unstable norma-
tive framework in this manner. For instance, Thaler and Sunstein defend their brand 
of libertarian paternalism on the ground that “it is legitimate for choice architects to 
try to influence people’s behavior in order to make their lives longer, healthier, and 
better” (Thaler and Sunstein 2009, p. 5). This defense seems compelling only because 
“longer, healthier and better” lives are essentially uncontested objectives that do not 
open out into a fully-fledged policy conception, especially so long as “better” remains 
undefined. In more complicated cases it becomes less clear what values a given regula-
tory policy should be based upon, what risks a particular legal order might tolerate, or 
why certain default rules should be better than others (Schlag 2010; Eidenmüller 2011). 
This becomes even more explicit when we look at the traditional economic measure 
of value, willingness to pay (WTP). WTP rests on a series of normative assumptions 
with respect to the group of people who are entitled to take part in decisions regard-
ing nature. In the environmental regulatory context, WTP typically ignores rights and 
preferences of future generations because future generations are not entitled to bid on 
present-day resources (on the related issue of discounting within CBA, see Kysar 2007). 
More broadly, WTP will also produce greater expenditures to protect the wealthy than 
the poor because people with more income and wealth are able to pay more for equiva-
lent goods than people who own and make comparatively less (Schmid 1989). But the 
problems associated with WTP evaluations of regulatory costs and benefits run even 
deeper. As the behavioral research has shown, an individual’s WTP to reduce or to 
avoid environmental, health, or safety risks is often set collectively rather than indi-
vidually, and unavoidably so. That is, WTP typically rests on the holdings and actions 
of peers—and not just on the decline or increase in the amounts of goods and services 
an individual is able to buy as a result of more or less regulation (Easterlin 1974; Frank 
1997; Frank and Sunstein 2001). Specifically, an individual’s decline in living standards 
relative to others will diminish his or her WTP for improvements in, say, better qual-
ity of air or water. But if everyone has to give up the same amount of other goods they 
can buy as a result of regulation, people will be willing to pay more for the benefits that 
environmental regulation intends to produce, because they will be able to maintain 
their relative status in the positional hierarchy.

The frame of reference within which our own valuation network provides us with 
information about how to determine the overall value of specific risks and rewards 
should thus be no less a matter of public concern than is, for instance, the quality of 
our lives or the health of our environment. What is more, if a person’s own evaluation 
is significantly affected by the evaluation of others—if our self-conception is (at least 
partially) a function of contextual forces of this general sort—then the frames of lib-
ertarian paternalism or libertarian welfarism seem unduly narrow. Perhaps one of the 
most compelling reasons why we nonetheless continue to engage in the sort of partial 
equilibrium analysis that libertarian paternalists and welfarists support comes from 
a cognitive biasing tendency that social psychologists have fittingly termed the fun-
damental attribution error. As Lee Ross and Richard E. Nisbett have written, “when 
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people are called upon to interpret the events that unfold around them, they tend to 
overlook or to make insufficient allowance for situational influences. [They thus fail to] 
recognize the importance of subjective interpretation, that is, to realize the extent to 
which behavior can be predicted and understood only in light of the actor’s own con-
strual of the situation providing the context for such behavior.. . . They account for past 
actions and outcomes, and make predictions about future actions and outcomes, in 
terms of the person—or more specifically, in terms of the presumed personality traits 
or other distinctive enduring personal dispositions” (Ross and Nisbett 1991, p. 90). By 
treating background structural conditions in an economy and society, including the 
whole stock of critical natural capital and ecosystem services across space and time as 
less important, and the function of salient dispositions as more important, libertarian 
paternalists and welfarists can indeed account for the way in which cognitive biases 
affect specific actions and valuations. But doing so leads them to overlook the manner 
in which the background itself shapes people’s subjective construals and helps to con-
stitute their dispositions.

In the environmental regulatory context, we might thus conclude that the CBA 
framework is not rich enough to deliver a satisfying formula to protect those resources 
of nature that are indispensible for preserving human welfare, and for which replace-
ment, beyond a certain threshold, may be difficult or impossible to achieve. As Joshua 
Farley has explained, “when we increase the harvest of living ecosystem structure, we 
often diminish its capacity to reproduce itself, reducing not only the potential supply 
in the future, but also the ecosystem services that structure would otherwise provide” 
(Farley 2008, p. 1402). Any price-based valuation of our environment therefore runs 
the risk of exhausting environmentally significant goods, irrespective of whether there 
are substitutes or not. In Daniel Bromley’s rendering of this account, he characterizes 
such exploitation in terms of intertemporal externalities because future generations 
cannot bid on present-day resources. Rather, the interests of future generations can 
only be preserved by an entitlement structure that imposes on present-day genera-
tions a duty to consider the interests of the future. In the environmental, health, and 
safety context, future generations should therefore be endowed with a legal right to the 
preservation of certain natural goods and services in order to ensure ecological sus-
tainability (Bromley 1995). Such an alternative entitlement structure would then allow 
marginalist economic analysis to proceed against a general equilibrium backdrop that 
better ensures environmental goals (Kysar 2011). Moreover, the backdrop would help to 
ensure that individuals view intergenerational equity and environmental sustainabil-
ity as collective goals worth valuing.

The need for such an alternative structure is underscored by the fact that many con-
tributions of ecosystems to our well-being are essentially beneath our perception (Vatn 
and Bromley 1994; McKibbin and Wilcoxen 2002). The inherent complexity, dynamism, 
and nonlinear behavior that characterize many components of ecological-economic 
systems may lead to reasonably linear changes in the value of ecosystem services over 
a particular range but highly nonlinear transformations over another. The course of 
history is quite frequently punctuated by such seemingly inexplicable upheavals. 
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Compounding our uncertainty, we may expect long periods of relative and gradual 
change to be disrupted at intervals by overwhelming events that totally reshape an 
ecological landscape (Farber, Costanza, and Wilson 2002; Limburg et al. 2002). By the 
time we are aware of the disruption, its consequences may be irreversible. Like a keg 
with its tap at the bottom, marginal methods of valuation might reveal a steady flow 
while failing to indicate that the overall stock within is rapidly dwindling and that our 
party may soon come to an end. The behavioral approach to regulation thus fails to 
appreciate that only after certain sustainability requirements have first been met can 
we sensibly use marginal analysis to improve efficiency. Our tendency to perceive only 
the foreground blinds us to reason about the background—the environmental supply 
curve rather than the apparent human demand curve (Farley 2008).

If under these conditions normative policy analysis has to move beyond prefer-
ences to focus on the factors governing their formation, this calls for a shift of atten-
tion towards the social scripts, actors, institutions, and other components of our world 
that shape preferences, attitudes, and beliefs. A policy that takes these components into 
account is not content to simply give people “what they want”—because there is no 
clear way for the law to respect what people really want (Hill 2008; Mitchell 2005)—but 
rather focuses on the process of how individuals identify what they want (Tribe 1972; 
Frankfurt 1971). If as a result a consensus emerges, such a consensus cannot be defined 
on the basis of whatever the individuals happen to prefer at a given point in time. 
Instead, such a consensus must be understood in light of what makes people prefer the 
things they prefer. It then becomes clear that environmental policy must be based on 
a completely different (and more terrifying) understanding of “freedom” than that on 
which the libertarian paternalism or welfarism paradigms are based. Laurence Tribe 
once expressed this view very succinctly as follows: “[T] o be free is to choose what we 
shall value” (Tribe 1985, p. 617).

On the basis of such a discursive policy concept, aspects come to the fore that are 
plainly neglected by the behavioral law and economic literature at present. In addi-
tion to reinvigorated debate over whether alternative concepts provide a superior sub-
stantive definition of welfare to preferentialism (Zamir and Medina 2010), what also 
becomes essential are the structural and procedural rules for legitimizing delibera-
tive processes (Habermas 1987). When understood and respected as political subjects, 
individuals are seen as capable of adapting their preferences and their understand-
ings of moral and ethical responsibilities, rather than simply having those positions 
be viewed either as sovereign inputs to policymaking or as irrational detritus (Kysar 
2004; Kuenzler 2012b). Issues of that sort depend not on an aggregation of preexist-
ing individual preferences or on technocratic “laundering” of preferences thought to 
be ill-founded, but rather on the collective commitment of the citizenry to apprehend 
some shared ideal and translate it into public policy. As Amartya Sen has written with 
respect to policy goals more generally, the environmental threats that we face depend 
on “value formation, related to public discussions, both for their influence on individ-
ual behavior and for bringing about policy changes through the political process” (Sen 
1995, p. 17; see also Knight 1947, p. 280, noting that values are “established, validated 
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[and] recognized through discussion, an activity which is at once social, intellectual, 
and creative”). In analyzing them “we need to depart both from the assumption of 
given preferences. . . and from the presumption that people are narrowly self-interested 
homo oeconomicus” (Sen 1995, pp. 17–18).

What might such an expanded conception of public policy analysis require us to con-
sider? As we have seen, from a microeconomic perspective, all values may be reduced 
to a single metric even though in real life people sometimes reject certain trade-offs 
because they believe that giving the relevant comparisons serious consideration would 
compromise their self-conception and their social identities as ethical beings (Fiske 
and Tetlock 1997). Such expressions of incommensurability suggests that we have to 
come to understand the “utility space” that is governed by such norms as communal 
sharing, authority ranking, and equality matching as distinct from the “utility space” 
governed by monetary valuation and market exchange. By gaining presence and influ-
ence in the former sphere, the tools of monetary valuation, market pricing, and the like 
may create an increasingly hospitable environment for their own reproduction in the 
minds of human actors.

Social psychologists have come to much the same conclusions about our capacity to 
stimulate an individual’s ability to feel the need to act. As the research on numerical 
representations of saved lives above has shown, not only do the numbers that represent 
statistics often fail to motivate individual action but the mere presence of statistics 
can significantly diminish the attention necessary to establish an essential stimulus 
to act. A case in point is Deborah Small, George Loewenstein, and Paul Slovic’s study 
on the impact of deliberative thought on donations to identifiable versus statistical 
victims. In their experiment, subjects who were given a chance to contribute some of 
their earnings to an identified, seven-year-old African girl named Rokia gave away 
more than twice the amount given by another group of subjects that was asked to 
give to the same organization to save millions of Africans from hunger. Furthermore, 
adding a display of statistical information to those subjects who were asked to give 
to Rokia substantially lessened the amount of their donations (Small, Loewenstein, 
and Slovic 2007). As commentators conclude from these findings, “To the extent that 
valuation of life-saving depends on feelings driven by attention or imagery, it. . . is 
greatest at N=1 but begins to decline at N=2 and collapses at some higher value of 
N that becomes simply ‘a statistic.’ In other words. . . perhaps the ‘blurring’ of indi-
viduals begins at two!” (Slovic et al. 2013, pp. 132–33). Subsequent studies support the 
hypothesis that numerical representations of lives may “numb,” or even “turn off” our 
feelings of sympathy and our desires to act. Contributions to identifiable (but not sta-
tistical) victims tend to be considerably lower when individuals are instructed to do 
simple arithmetic calculations before they are given an opportunity to donate; dona-
tions, on the other hand, are typically higher if participants are first primed to feel 
(by, for instance, describing their emotions when they hear the word “baby”) (Small, 
Loewenstein, and Slovic 2007).

These and other observations indicate that people’s intuitive moral responses to par-
ticular cases may originate from sources far detached from (one set of) their values and 
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may sometimes fail to reflect these values, and often even point in opposite directions 
(Unger 1996, p. 11). They may lead people to behave in ways that are in conflict with 
the principles they would hold after careful consideration. Thus, a deliberative public 
policy must be designed broadly, by establishing not only the prerequisites for a shared 
dialogue among different individuals but also, significantly, by generating conditions 
that provoke critical thinking and result in deeply reasoned judgments even before an 
open dialogue begins. Such deliberative processes can be structured so as to counteract 
the rationality deficits of those involved in the proceedings in a targeted way (Elster 
1983; van Aaken 2007; Eidenmüller 2011). Such a concept is even conceivable in the 
realm of market regulation (Kuenzler 2012a).

Consider the alternative conditions established by a public policy apparatus too 
heavily fixated on welfare economics and CBA. In this society, the economic approach 
begins increasingly to shape and create the culture within which its value is produced 
and, for that very reason, to perpetuate the conditions of its own flourishing. After all, 
as a number of influential studies have shown, where public spirit prevails, using price 
incentives to muster support for the construction of a socially desirable enterprise may 
induce people to be less helpful to others and to prefer to act selfishly. To mention but 
one example, Bruno Frey and Felix Oberholzer-Gee discovered evidence of such moti-
vational competition when they evaluated the opinions of Swiss citizens with respect to 
the siting of nuclear waste facilities. When asked whether they would be willing to have 
a waste dump in their community, 51% of respondents agreed although they were aware 
of the potential dangers and impacts on their property values. When other people were 
asked to have the waste dumps in their communities in return for an annual payment 
equivalent to six weeks’ worth of an average Swiss salary, only 25% of respondents said 
yes (Frey and Oberholzer-Gee 1997). Adding the financial incentive thus resulted in 
only half as much acceptance although the respondents now had two reasons to say 
yes (obligations as citizens and financial incentives). As Barry Schwartz has explained, 
in many cases “the introduction of fines or the offer of compensation relocates the 
activities from a different social sphere into the market sphere” (Schwartz 2012, p. 171). 
Indeed, it often takes little effort to shift the character of an activity in that direction. 
In other studies, the mere mention of monetary payment was sufficient to switch the 
perceived relationship from a social one to a market one (Heyman and Ariely 2004).

Thus, market relationships are a sort of “ecology of reproduction” and hence are in 
competition with other forms of human relationships. This ecology has important dis-
ciplinary effects. By creating and recreating expectations about what one should value 
and not value, about what one should reflect and not reflect, market relationships nor-
malize certain practices of thought and action and make others deviant. Turning envi-
ronmental issues into market pricing matters alters our evaluative frame, irrespective 
of whether we are asked how much we would be willing to pay to avoid pollution or 
how much we would be willing to accept to endure it. Thus, the systematic use of CBA 
to evaluate the environment—rather than thinking explicitly about knotty issues of 
value incommensurability or intergenerational sustainability—already marks a reg-
ulatory approach as a certain type of institutional setting that promotes a particular 
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view of the environment and reflects an insufficient desire to leave space for other types 
of assessments. Hence, it matters whether different activities are located on one or the 
other terrain of our interactions with each other, precisely because our very notions of 
the environment may become infected with and even constituted by those relation-
ships. Once the move to locate an issue on a common monetary scale is made, the issue 
in question is placed in the market pricing system of social relations (Schwartz 2012). 
This may reduce the likelihood of cooperation—simply because an issue for which 
people would otherwise be willing to sacrifice is turned into a market pricing matter. 
As a result, individuals think differently about the issue and make different decisions. 
Instead of merely measuring people’s preferences, CBA may actually mold their prefer-
ences by predetermining the standard of evaluation, which in turn helps to predeter-
mine the outcome of the evaluation (Schwartz 2012).

5 Conclusion

As Russell Korobkin has written, “In the wake of the behavioral revolution, law and 
economics cannot progress as a normative discipline without a richer theory of welfare 
than it now possesses” (Korobkin 2011, p. 1664). The behavioralist approach to environ-
mental, health, and safety regulation makes this point plain. Through a gradual devel-
opment, the structure of risk regulation in the United States and elsewhere has come to 
embody a centralized and proceduralized mode of risk assessment and CBA, with an 
emphasis on the use of market-based mechanisms in the event that regulation is justi-
fied by these analytical tools. Behavioral legal economists have sought to support this 
structure and enrich it through an emphasis on selective insights from cognitive psy-
chology and other social science literatures. As this chapter has argued, however, the 
mainstream behavioral law and economics paradigm fails to adequately account for 
the endogenous effects of cognitive biases, from the perception and cultural encoding 
of risk by experts and laypeople to the selection and choice of regulatory instruments 
by policymakers.

Endogeneity—the most theoretically disruptive and important implication of 
behavioralism—implies that individual expressions of value and risk may be influ-
enced by social conceptions of valuation and risk assessment, even when the latter are 
designed merely to measure the former without also affecting them. For instance, if 
we embrace the view that monetary valuations of individual preferences are all that 
matters in the determination of public policy, then we may be led to create political 
structures that cater to self-interest and to those human values that are readily reduc-
ible to monetary terms. As a result, we may shape a society in which the assumption 
that self-interest and monetary valuation are dominant becomes a self-fulfilling truth. 
It is not hard to imagine that if environmental regulation becomes dominated by mar-
ket pricing, people will come to understand our environmental challenges as a matter 
of optimizing market pricing relations. Far from being an exercise in speaking truth 
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passively and objectively to regulatory decision-makers, then, CBA may instead be a 
longer-term project that actively creates new truths in a society.

From the constructedness of these categories it follows that some of the concerns 
people have as citizens cannot in principle be expressed in their roles as consumers, 
but must be expressed through their political relations with other citizens. Broadly 
speaking, consumers act individually, taking the background social relations of their 
interactions for granted and generally assuming an instrumental attitude toward 
those relations. Citizens act collectively, taking their social relations as an intrin-
sic object of concern and self-conscious construction. Because these relations are 
constituted by shared legal, ethical, and social norms, people can reform them only 
through collective action (Anderson 1993; Lewinsohn-Zamir 1998). Through the use 
of democratic institutions we enable people to express certain kinds of valuations 
that can be expressed only in nonmarket social relations. Which institution—the 
state or the market—we should use to govern outcomes concerning environmental 
dilemmas is therefore not strictly a question of efficiency. Rather, the choice of insti-
tutions should be determined by the kind of goods at stake, the kinds of concerns 
people have with respect to them, and—critically—the kinds of values we wish peo-
ple to embody.

If we want to prevent the redefinition of our environment within the instrumental-
ist language of economy and administration, we should therefore cease conceiving 
of people’s self-interest in particular settings as a general account of human nature. 
We should acknowledge instead that even though the idea of self-interested behavior 
captures a significant social phenomenon, this phenomenon itself is an invention; a 
creation that, once embraced, reshapes one social institution after another such that 
dramatic changes in behavior follow (Schwartz 2012). As a consequence of the dynam-
ics that lie behind purportedly impartial accounts of human behavior, the discipline of 
economics itself does not inevitably have to be a theory of prediction and control where 
government can achieve its ends only by providing a proper set of incentives for the 
desired behavior. A better answer to the environmental problems that we need to solve 
might instead be found in a second, more generative role for economic theory. By this 
we mean its role in creating values and behaviors as opposed to merely predicting or 
controlling them (Kuenzler 2012a).
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debiasing and, 154–155
environmental law and, 760, 769
litigation and settlement and, 628
nudges and, 722
plea bargaining and, 658
taxation and, 599–600, 609, 614
tort law and, 420–421

fuel efficiency, 758
fuzzy-trace theory, 173–174

Geneva Papers on Risk and Insurance 
(journal), 491

Gerhardt v. Continental Insurance Cos., 456
gift-exchange game, 33–34
The Gift Relationship: From Human Blood to 

Social Policy (Titmus), 587
gist memories, 173–174
Goldberg v. Kelly, 283
Golden Rule, 421
Good Samaritan laws, 245, 258, 586
Graham v. John Deere Co., 358
Green Behavior, 720
greenhouse gas regulation, 321, 733, 757, 766
Griffith v. Brymer, 453
Griggs v. Duke Power Co., 229
Grocery Manufacturers Association, 741
gun control, 243–245, 252–253

Hadley v. Baxendale, 370, 458
Haifa Municipality (case), 431
happiness research, 101–102, 590–594
harm principle, 255
heuristics. See also specific heuristics

Bayesian probability theory and, 3–4
children’s learning and, 15–16
debiasing and, 19–20
early history of research on, 10–14
isolation effects and, 17–18, 83
overgeneralization within, 16–17
representativeness and, 3, 11
two-system theory and, 18–19
undergeneralization within, 16

hindsight bias
basic properties of, 148
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overoptimism bias and, 338, 413–414, 
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